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Preface

This thesis was prepared at the Department of Mathematical Modelling,
the Technical University of Denmark in partial fulfillment of the require-
ments for acquiring the Ph.D. degree in engineering.

The thesis deals with different aspects of mathematical modelling of sys-
tems using data and partial knowledge about the structure of the sys-
tems. The main focus is on extensions of non-parametric methods, but
also stochastic differential equations and neural networks are considered.

The thesis consists of a summary report and a collection of ten research
papers written during the period 1996–1999, and elsewhere published.

Lyngby, December 1999

Henrik Aalborg Nielsen

iii



iv



Acknowledgements

In carrying out the work described in this thesis I have received important
assistance from many people. First of all I want to address my gratitude
to my supervisors Prof. Henrik Madsen from my own department and
Prof. Jan Holst from Mathematical Statistics at Lund University for their
help and guidance and general willingness to enter into discussions. Here
at the department Henrik has over a little more than a decade build up
a well-working group within the field of applied statistics and with many
contacts to the industry.

Thanks also to my colleagues at the department for their invaluable coop-
eration, help, and discussions. Especially, I would like to thank Research
Assistant Prof. Torben Skov Nielsen with whom I have shared office since
I started at the department. Besides many other subjects, Torben and I
have discussed the methods in this thesis extensively. Torben is also of
invaluable help when I challenge my skills within the field of C program-
ming.

Finally, I would like to express my sincere thanks to the Energy Research
Program of the Danish Ministry of Energy (1323/93-0020, 1753/95-0001,
and 1323/98-0025) who supported a number of projects financially and
to the external partners with whom I have worked on these projects.

v



vi



Papers included in the
thesis

[A] Henrik Aalborg Nielsen, Torben Skov Nielsen, and Henrik Mad-
sen. Conditional parametric ARX-models. Journal of Time Series
Analysis, 1998. Submitted.

[B] Henrik Aalborg Nielsen. LFLM version 1.0, an S-PLUS / R library
for locally weighted fitting of linear models. Technical Report 22,
Department of Mathematical Modelling, Technical University of
Denmark, Lyngby, Denmark, 1997.

[C] Henrik Aalborg Nielsen, Torben Skov Nielsen, Alfred Karsten
Joensen, Henrik Madsen, and Jan Holst. Tracking time-varying
coefficient-functions. Int. J. of Adaptive Control and Signal Pro-
cessing, 1999. Preliminary accepted for publication.

[D] Alfred Karsten Joensen, Gregor Giebel, Lars Landberg, Henrik
Madsen, and Henrik Aalborg Nielsen. Model output statistics
applied to wind power prediction. In Wind Energy for the Next
Millenium, European Wind Energy Conference, pages 1177–1180,
Nice, France, March 1999.

[E] Alfred Karsten Joensen, Henrik Madsen, Henrik Aalborg Nielsen
and Torben Skov Nielsen. Tracking time-varying parameters with
local regression. Automatica, 1999. To appear.

[F] Payman Sadegh, Henrik Aalborg Nielsen, and Henrik Madsen. A
semi-parametric approach for decomposition of absorption spectra
in the presence of unknown components. Technical Report 17,

vii



viii Papers included in the thesis

Department of Mathematical Modelling, Technical University of
Denmark, Lyngby, Denmark, 1999.

[G] Henrik Aalborg Nielsen and Henrik Madsen. A generalization of
some classical time series tools. Computational Statistics and Data
Analysis, 1999. Submitted.

[H] Henrik Aalborg Nielsen and Henrik Madsen. Wind power predic-
tion using ARX models and neural networks. In M. H. Hamza,
editor, Proceedings of the Fifteenth IASTED International Con-
ference on Modelling, Identification and Control, pages 310–313,
February 1996.

[I] Lars Henrik Hansen, Judith L. Jacobsen, Henrik Aalborg Nielsen,
and Torben Skov Nielsen. Approximating building components
using stochastic differential equations. In J. J. Bloem, editor,
System Identification Competition, pages 149–162. Joint Research
Centre, European Commission, 1996. EUR 16359 EN.

[J] Jakob Bak, Henrik Aalborg Nielsen, and Henrik Madsen. Goodness
of fit of stochastic differential equations. In Peter Linde & Anders
Holm, editors, 21st Symposium of applied statistics, Copenhagen
Business School, Copenhagen, January 1999.



Summary

The present thesis consists of ten research papers published in the pe-
riod 1996-1999 together with a summary report. The thesis deals with
different aspects of mathematical modelling of systems using data and,
if possible, partial knowledge about the systems.

In the first part of the thesis the focus is on combinations of parametric
and non-parametric methods of regression. This combination can be in
terms of additive models where e.g. one or more non-parametric term is
added to a linear regression model. It can also be in terms of conditional
parametric models where the coefficients of a linear model are estimated
as functions of some explanatory variable(s). Also, software for handling
the estimation is presented. The software runs under S-PLUS and R and
contains also a number of tools useful when doing model diagnostics or
interpreting the results.

Adaptive estimation is also considered. It is shown that adaptive esti-
mation in conditional parametric models can be performed by combin-
ing the well known methods of local polynomial regression and recursive
least squares with exponential forgetting. The approach used for estima-
tion in conditional parametric models also highlights how recursive least
squares with exponential forgetting can be generalized and improved by
approximating the time-varying parameters with polynomials locally in
time.

In one of the papers well known tools for structural identification of
linear time series are generalized to the non-linear time series case. For
this purpose non-parametric methods together with additive models are
suggested. Also, a new approach specifically designed to detect non-
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x Summary

linearities is introduced. Confidence intervals are constructed by use of
bootstrapping.

As a link between non-parametric and parametric methods a paper deal-
ing with neural networks is included. In this paper, neural networks are
used for predicting the electricity production of a wind farm. The re-
sults are compared with results obtained using an adaptively estimated
ARX-model. Finally, two papers on stochastic differential equations are
included. In the first paper, among other aspects, the properties of a
method for parameter estimation in stochastic differential equations is
considered within the field of heat dynamics of buildings. In the second
paper a lack-of-fit test for stochastic differential equations is presented.
The test can be applied to both linear and non-linear stochastic differ-
ential equations.

Some applications are presented in the papers. In the summary report
references are made to a number of other applications.



Resumé

Nærværende afhandling best̊ar af ti artikler publiceret i perioden 1996-
1999 samt et sammendrag og en perspektivering heraf. I afhandlingen
behandles aspekter af matematisk modellering af systemer vha. data og,
s̊afremt det er muligt, delvis viden om disse systemer.

Den første del af artiklerne fokuserer p̊a kombinationer af parametriske
og ikke-parametriske regressionsmetoder. S̊adanne kombinationer kan
være additive, hvor f.eks. et eller flere ikke-parametriske led adderes til
en lineær regressionsmodel. En anden mulighed er betinget parametriske
modeller, hvor koefficienterne i en lineær model estimeres som funktioner
af en eller flere forklarende variable. Endvidere præsenteres et EDB-
program til h̊andtering af og estimation i s̊adanne modeller. Programmet
er en udvidelse til S-PLUS og R. Programmet inkluderer ogs̊a en række
værktøjer, der er nyttige i forbindelse med diagnostik og fortolkning af
resultater.

Endvidere behandles adaptiv estimation. Det vises, at der ved at kom-
binere adaptiv estimation i lineære modeller med lokal polynomiel regres-
sion, som begge er velkendte metoder, f̊as en metode, der kan h̊andtere
adaptiv estimation i betinget parametriske modeller. Den anvendte me-
tode til estimation i betinget parametriske modeller tydeliggør ogs̊a,
hvorledes den rekursive mindste kvadraters metode med eksponentiel
glemsel kan generaliseres og forbedres ved at approksimere de tidsvarier-
ende parametre med polynomier, der er lokale i tid.

Ikke-parametriske metoder bruges sammen med additive modeller til at
generalisere velkendte metoder til strukturel identifikation af lineære tid-
srækker. S̊aledes opn̊as nye metoder, der kan h̊andtere ikke-lineære tids-
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xii Resumé

rækker. Endvidere introduceres et nyt værktøj specifikt designet til at
detektere ikke-lineariteter. Konfidensintervaller konstrueres vha. boot-
strapping.

Som et forbindelsesled mellem ikke-parametriske og parametriske me-
toder er der inkluderet en artikel vedr. neurale netværk. Her bruges
neurale netværk til at forudsige elproduktionen i en vindmøllepark, og
der sammenlignes med prædiktioner p̊a basis af en adaptivt estimeret
ARX-model. Til slut er to artikler vedr. stokastiske differentialligninger
inkluderet. Den første artikel vedrører varmedynamik for bygninger. Her
undersøges bl.a. egenskaberne for en metode til estimation af parame-
trene i stokastiske differentialligninger. I den anden artikel præsenteres
et test for lack-of-fit af stokastiske differentialligninger. Metoden kan
benyttes i forbindelse med b̊ade lineære og ikke-lineære systemer.

I den første del af afhandlingen refereres der til en række anvendelser.
Desuden præsenteres andre anvendelser i artiklerne.
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Chapter 1

Introduction

This thesis consists of ten research papers. The approach to modelling
applied in the papers is to use observations from the system under con-
sideration. However, some aspects of the model will always be based
on knowledge about the system obtained from other sources. For some
systems this knowledge can be rather specific. For instance the heat
dynamics of a wall can be approximated by a set of ordinary differen-
tial equations and if noise is present it is appropriate to formulate the
problem in terms of stochastic differential equations. Observations from
the system under consideration are then used to obtain estimates of the
parameters in the model whereby a final model is obtained.

Other systems may not allow such detailed information to be provided.
This is typically the case when the system under consideration consists
of a number of units for which detailed information is not available or
difficult / expensive to obtain. For instance it is clear that the energy
needed for heating and hot tap water in a town depends on the outdoor
temperature, on the time of day, and on a number of other quantities, see
e.g. (Nielsen & Madsen 1999). It may be possible to use relations known
from e.g. the theory of heat transfer to obtain more details. However, to
a large extend the structure of the model will have to be based on data,
partly because deductive methods are rarely applicable for modelling
human behaviour. Finally, for many systems the characteristics will
change slowly over time. This may be due to wear and tear, extensions,
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2 Introduction

or other reasons. Consequently, adaptive methods of estimation are often
necessary, especially in on-line applications.

Experimental design is an important aspect when aiming at obtaining
models from data. Although some of the papers included in this thesis
address aspects related to experimental design, it is not considered very
explicitly. This is mainly because it is often impossible or very expensive
to perform experiments. An obvious example is the modelling of the heat
consumption in a town. However, in one of the applications mentioned
in Chapter 3 experimental design is considered in the context of power
consumption, see also (Nielsen & Madsen 1997). When it is not possible
to perform an experiment a model derived from theoretical considerations
might have to be condensed in some sense in order to retain identifiability.

In practice the model obtained may not be the primary interest, but the
model is used to generate predictions of the response, e.g. the heat con-
sumption in a town. These predictions will often be based on uncertain
information about the explanatory variables, e.g. the future climate. For
a simple setup corresponding to this case Jonsson (1994) has shown that
the unbiased estimates should not be used. Furthermore in (Nielsen &
Madsen 1999) simulations are used to verify that this is also true for a far
more complicated setup. Intuitively, this is quite plausible in that an ex-
planatory variable which is only known with a relatively large uncertainty
should not be trusted too much, i.e. in a linear model the corresponding
parameter estimate should be shrinked towards zero. The consequence
of this is that the appropriateness of the estimation method is highly
related to the planed application of the model. This is somewhat con-
trary to normal statistical practice in which it is traditionally assumed
that estimates must be unbiased, or marginally biased if this can reduce
the variance of the estimates. An other consequence is that parameters
obtained from theoretical considerations (assuming this is possible) are
also not always optimal. For control applications these aspects are con-
sidered in detail by Gevers (1996), see also (Hjalmarsson, Gevers & De
Bruyne 1996).



Chapter 1 3

1.1 Overview of the thesis

A short overview of the papers are presented in Chapter 2 and in Chap-
ter 3 an overview of some actual applications of the methods are pre-
sented. Chapter 4 concludes on the thesis.

After this introductory part the papers follow. The first papers, paper A–
G, address methods applicable to systems for which detailed information
is not available. The methods considered relate to various aspects of
non-parametric and semi-parametric methods of regression. In general
these methods aim at estimating the dependence of a response on some
explanatory variables without specifying a parametric form of this de-
pendence, see e.g. (Hastie & Tibshirani 1990) for an overview of such
methods. In this thesis models are considered which allow knowledge
about the structure of the system to be build into the model without
specifying a complete parametric form.

Then a paper in which neural networks are applied is included. When
the output unit is linear, neural networks can approximate any smooth
function by increasing the number of neurons (Ripley 1996). In this
sense neural networks are not different from non-parametric methods of
regression.

Finally, two papers on stochastic differential equations follow. One of
these papers is an example of a system where many details are known
as outlined above. The other paper presents a new approach for testing
the goodness of fit of stochastic differential equations.

1.2 Bibliographic notes

Early work on local polynomial regression includes (Stone 1977, Cleve-
land 1979, Cleveland 1981), although, as described by Cleveland & Load-
er (1996), it dates back to the 19’th century. A comprehensive overview of
local polynomial regression can be found in (Cleveland & Devlin 1988,
Cleveland, Devlin & Grosse 1988) and in (Hastie & Loader 1993) an
account for the benefit of local polynomial regression over kernel re-
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gression is given. Hastie & Tibshirani (1990, Chapters 2 and 3) gives
an excellent overview of smoothing techniques in general and also con-
siders selection of smoothing parameters, degrees of freedom, Bayesian
approaches, and more. More details on smoothing splines can be found
in (Eubank 1988, Wahba 1990). Regression splines (Wold 1974) is a sim-
ple alternative method which can be applied simply by constructing a
basis and use this in a linear regression model. However, Hastie & Tib-
shirani (1990, pp. 251-254) argues that regression splines may produce
misleading results. Pseudosplines (Hastie 1996) can be seen as a bridge
between regression splines and smoothing splines. A forthcoming book
by Ruppert, Wand, and Carroll describes this subject. Wavelet shrinkage
(Donoho & Johnstone 1995) is a smoothing technique very suitable for
situations where the smoothness of the underlying function changes over
the range in which it is to be estimated. For local polynomial regression
alternative approaches exists, see (Cleveland & Loader 1996, Section 9)
and (Loader 1999). Härdle, Lütkepohl & Chen (1997) gives a review of
non-parametric methods in time series analysis.

For guidance on selection of smoothing parameters, cross-validation and
related methods have traditionally been used, see (Hastie & Tibshirani
1990). Often leave-one-out cross-validation is used, but there is some
evidence that this is not optimal (Breiman & Spector 1992, Shao 1993)
and instead K-fold cross-validation could be used. Also for selection
of smoothing parameters the plug-in approach (Hall, Sheather, Jones &
Marron 1991) is sometimes used, see also (Ruppert, Sheather & Wand
1995) and (Fan & Gijbels 1996). The applicability of the approach is
strongly disagreed with by some people, mainly because the approach aim
at estimating the bias and use this information to select the bandwidth.
Cleveland & Loader (1996, Section 10.3) argues that information on bias
should go directly into the estimate of the unknown function, see also
(Loader 1995, Section 6). Specificly for time series Hart (1996) considers
the subject of selection of smoothing parameters.

Generalized additive models were introduced by Hastie & Tibshirani
(1986) and an overview can be found in (Hastie & Tibshirani 1990).
The Seasonal Trend Loess (STL) procedure for decomposing time series
(Cleveland, Cleveland, McRae & Terpenning 1990) is actually an ap-
plication of the additive model. Along these lines Hastie & Tibshirani
(1993) introduced the varying-coefficients model.
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There is a vast literature on neural networks and on stochastic differential
equations. This will not be considered in detail. A statistical oriented
book on neural networks is (Ripley 1996). Venables & Ripley (1997) can
be consulted for a brief introduction, see also (Ripley 1995). Numerical
methods for solution of stochastic differential equations are described by
Kloeden & Platen (1992). The approach used for estimation of embedded
parameters in stochastic differential equations in this thesis is described
in (Madsen & Melgaard 1991, Melgaard & Madsen 1993, Melgaard 1994).
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Chapter 2

Overview of included
papers

Paper A deals with a class of models which we call conditional para-
metric models. These models are linear regression models in which the
coefficients are replaced with smooth functions of one or more additional
explanatory variables. When these additional variables are constant the
model reduces to a linear regression model, hereof the name. Another
obvious name for these models often used is varying-coefficients models,
but Hastie & Tibshirani (1993) use this term for models in which the
arguments of the coefficient-functions are not necessarily the same. Es-
timation of the coefficient-functions can be accomplished by a method
very similar to local polynomial regression (Cleveland & Devlin 1988).
For time series settings lagged values of the response are easily included.
In this case the model is called a conditional parametric ARX-model.
The method is applied to model the relation between the conditions at
the plant (supply temperature and flow) in a district heating system and
the temperature at a specific location in the network.

The function loess in S-PLUS (Statistical Sciences 1995) can be used
for estimation in some simple conditional parametric models. Paper B
describes a software implementation for estimation in conditional para-
metric models. The software contains no constraints on the size of
the problem. The software runs under S-PLUS (Becker, Chambers &

7



8 Overview of included papers

Wilks 1988, Statistical Sciences 1993) and R (Ihaka & Gentleman 1996)
and also methods for e.g. prediction and graphics are supplied. The
paper also include some details about degrees of freedom and about non-
constant error variance (heteroscedasticity).

Adaptive and recursive estimation is considered in the Papers C, D
and E. In Paper C a novel method for adaptive estimation in conditional
parametric models is developed. The method combines the weighted
least squares estimation method suggested for conditional parametric
models with the well known method of recursive least squares with ex-
ponential forgetting (Ljung & Söderström 1983) used for adaptive es-
timation in linear models. The method is formulated recursively and
simulations are used to illustrate the behaviour of the method. In pa-
per D the method is applied for wind power prediction and compared to
other methods, which are outperformed in this case. Paper E deals with
adaptive and recursive estimation in linear ARX-models. A method often
applied in this context is recursive least squares with exponential forget-
ting. This method can be viewed as a conditional parametric model
(varying-coefficients model in the paper) estimated by locally in time
approximating the coefficients by constants. This observation leads to a
generalization in which the coefficients are approximated by polynomials
locally in time. By use of exponential forgetting the method can be for-
mulated recursively. When the underlying parameters change smoothly
over time, examples have shown the method to be superior to the existing
recursive estimation method with exponential forgetting.

For some applications it is desirable to include a non-parametric term in
a linear regression model. One such application is the decomposition of
absorption spectra where the concentrations of certain quantities tradi-
tionally are estimated by projecting an observed mixture spectrum on to
the linear space generated by a number of reference spectra. However,
when the mixture contains additional quantities the estimated concen-
trations may be biased. The bias can be reduced by simultaneously es-
timating the spectrum corresponding to the additional quantities. This
application is described in Paper F.

New tools for structural identification of non-linear time series models
are presented in Paper G. The foundation of the tools is the observation
that squared estimates of autocorrelation and partial autocorrelation can
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be obtained by calculating coefficients of determination (R-squared) from
residual sums of squares obtained from fits of linear models. The flexibil-
ity of the non-parametric methods and the fact that values of R-squared
can be obtained on the basis of other than linear models are then used
to generalize the sample autocorrelation function and the sample partial
autocorrelation function. Another tool specificly designed to detect de-
partures from linearity is also introduced. In the paper the linear models
underlying the traditional tools are replaced with local polynomial re-
gression models (Cleveland & Devlin 1988) and additive models (Hastie
& Tibshirani 1990, Chapter 4), but other models could serve as a basis.
Confidence intervals are constructed by the use of bootstrapping (Efron
& Tibshirani 1993). The methods are illustrated on both simulated and
real data. It is demonstrated that they can be used to detect lag depen-
dences and departures from linearity which can not be detected using
the sample autocorrelation function or the sample partial autocorrela-
tion function. In principle the generalizations are not restricted to the
time series settings.

The remaining papers deal with various aspects within dynamic systems
modelling. Paper H compares the use of neural networks and ARX-
models for the prediction of the wind power production in a wind farm
placed near the west coast of Denmark.

Hereafter papers on stochastic differential equations are included. Pa-
per I presents an application related to the modelling of the heat dy-
namics of buildings. In the paper quite explicit knowledge about the
structure of the system is assumed and the estimates obtained have a
physical interpretation. This approach is often called grey box mod-
elling, see e.g. (Bohlin & Graebe 1995). Building components are of the
distributed parameter type, i.e. they should in principle be modelled by
partial differential equations. In the paper approximations using ordi-
nary (but stochastic) differential equations are used.

Goodness of fit of stochastic differential equations are considered in Pa-
per J. The approach can be applied to a wide range of models, provided
that an adequate method of simulation exists. This includes non-linear
stochastic differential equations where both the drift and the diffusion
are state dependent. In the paper the method is formulated for one-
dimensional stochastic differential equation but it can be used in one
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dimension at a time for multivariate models. The method may be seen
as an application of the bootstrap technique (Efron & Tibshirani 1993)
in that it is based on a predetermined number of simulations of inter-
observational trajectories. For univariate models, and when the model
is adequate, the rank of the actual observation as compared to the end-
points of the simulated trajectories will follow a multinomial distribution
with equal cell frequencies. From this observation a standard χ2-test is
derived.



Chapter 3

Applications

Conditional parametric models as described in Papers A and B and semi-
parametric models as used in Paper F are used extensively in (Nielsen
& Madsen 1999), where prediction models and methods for the heat
consumption in a large district heating network are developed. In the
report cross-validation is used for guidance when selecting smoothing pa-
rameters. The methods are developed for on-line applications, and it is
assumed that meteorological forecasts will be available on-line. In the
report simple stationary relations known from the theory of heat trans-
fer (Incropera & DeWitt 1985) are used to arrive at an initial model
structure. A feature of this initial model is that the heat convection co-
efficient on the outside of the walls of the building is expected to vary
with the wind speed. However, because the system consists of numer-
ous buildings, more details are difficult to obtain. Instead conditional
parametric models are used, whereby the wind speed is allowed to con-
trol some coefficients which depend on the heat convection coefficient.
Fortunately, it turns out that the coefficient-functions are well approx-
imated by straight lines whereby the actual prediction methods can be
build using well known methods such as recursive least squares with ex-
ponential forgetting (Ljung & Söderström 1983, Ljung 1987). Periodic
B-spline bases are used as an alternative to Fourier expansions to model
the diurnal variation of the heat consumption. Conditional parametric
models and also adaptive estimation in such models (cf. Paper C) are
used in (Nielsen, Madsen & Nielsen 1999) for the development of on-line
wind power predictors based on meteorological forecasts.

11
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Models of the electricity consumption in the Eastern part of Denmark
are considered in (Nielsen & Madsen 1997). Here conditional paramet-
ric models are used to explore a possibly non-linear relation, which in
turn is used to build non-linear regression models. A similar model is
considered in (Nielsen, Andersen & Madsen 1998), where the annual
variation is modelled using B-spline bases. The model is evaluated using
cross-validation. The model is implemented as a set of SAS macros and
used at ELKRAFT A.m.b.A., Ballerup, Denmark. The SAS macros are
documented in (Nielsen & Madsen 1998).

Non-parametric and related methods are also used extensively in (Niel-
sen & Madsen 1997) where the effect of a power conservation campaign
is addressed. Originally, two trial substations with corresponding con-
trol substations were selected by use of cluster analysis as described in
(Nielsen 1996); an English translation is included in Appendix D of (Niel-
sen & Madsen 1997). The number of substations selected were based on
economic constraints. Extensive information on ways to reduce power
consumption were then offered to each household of the trial substations
(Sørensen 1997). Hereafter hourly measurements of power consumption
for the four substations obtained before, during, and after the actual trial
were analyzed. The methods used include a modification of the time
series decomposition method Seasonal Trend Loess (STL) (Cleveland
et al. 1990), which allows the diurnal variation to vary between different
types of days. As noted by (Hastie & Tibshirani 1990, Section 8.5) STL
is actually a special kind of an additive model estimated using backfit-
ting. In (Nielsen & Madsen 1997) it is also shown that the four series in
the full trial can be decomposed simultaneously into main an interaction
effects of the trend and seasonal components as in analysis of variance.
This is achieved by combining conditional parametric models and addi-
tive models. Furthermore information criteria are used for the selection
of bandwidths, and it is shown that the residuals should be corrected for
temporal correlation before applying the information criteria. An inap-
propriate behaviour of the Bayes Information Criterion (BIC) is observed
and in the discussion in (Nielsen & Madsen 1997) it is argued that one of
the basic assumptions used by (Schwarz 1978) in the derivation of BIC
is violated for smoothing parameter selection.
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Conclusion and Discussion

The main part of the papers included in this thesis are concerned with
various aspects of non-parametric and semi-parametric methods. One
paper presents an application of neural networks, which as mentioned in
the introduction, can be seen as a non-parametric method. Finally, two
papers on stochastic differential equations are included.

Stochastic differential equations and traditional non-parametric meth-
ods can be seen as two quite contradictory approaches to modelling.
When stochastic differential equations are used rather detailed knowl-
edge about the system is required. As opposed to this non-parametric
methods “let the data speak”. However, when there are many explana-
tory variables prior knowledge is required to arrive at a sensible model,
also in the non-parametric case. In this sense conditional parametric
models (cf. Paper A) provides a simple link between linear parametric
models and non-parametric models. The approach is attractive since it
shares many properties with local polynomial regression (cf. Paper B)
and furthermore it is based on weighted least squares for which adequate
numerical solutions exist, see e.g. (Miller 1992) and Paper B. To make
the approach readily applicable software for estimation in such models
and for handling of estimation results has been developed (cf. Paper B).
To enhance flexibility the software is embedded in S-PLUS and R. As
shown in Paper C the close relation to the least squares solution for linear
models allows for adaptive and recursive estimation, see also Paper D.

13
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Furthermore, the close relation with least squares, allows for a general-
ization and improvement of existing methods for adaptive and recursive
estimation in linear models (cf. Paper E).

For local regression Cleveland & Loader (1996, Section 10.1) gives a sim-
ple and convincing account for the bias and variance of the estimated
regression function. For the variance of the estimated functions in con-
ditional parametric models the approximative results of Hastie & Tib-
shirani (1993) can be used. Bootstrapping might be more appropriate
since it rely on fewer approximations / assumptions and it is applicable
even when autoregressive terms are included in the model. For condi-
tional parametric models an understanding of the sources of bias on the
estimated functions will be more demanding than for local regression
and further research is needed. One analysis should be based on the
assumption that the structure of the true system is identical to that of
the conditional parametric model. Hereafter the effect of approximating
the functions locally by low-order polynomials can be investigated us-
ing Taylor series as it is done by Cleveland & Loader (1996). If instead
the expected response of the true system is a completely general func-
tion of the explanatory variables it might be possible, by comparing the
two Taylor series, to obtain further understanding of the origin of bias
in this case. Also, the effect on bias of including autoregressive terms
should be investigated. For conditional parametric models with autore-
gressive terms it is likely that bias can be introduced if the model error is
not white noise. However, compared to the case of linear autoregressive
models the principle called “whitening by window” (Hart 1996) might
actually reduce bias.

Additive models provide an alternative approach by which structure can
be build into the model. These models are rather flexible in that they can
be used additively to combine linear models with smoothers. The linear
models can also be combined with conditional parametric models since
the latter share properties with local polynomial regression. Estima-
tion in additive models is normally performed using backfitting (Hastie
& Tibshirani 1990), but recently Fan, Härdle & Mammen (1998) has
suggested an alternative approach. Backfitting is an iterative procedure,
but when there is only one smoother involved a closed form solution exist
(Hastie & Tibshirani 1990, p. 118). This solution is used in Paper F for
decomposition of absorption spectra. In the paper it is shown why the
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traditional method for decomposition of absorption spectra may produce
biased results in case of unknown components. The paper also presents
a novel approach which amounts to averaging the weighted least squares
criterion of conditional parametric models over the observations and re-
quiring the estimates in the linear part of the model to be constant across
observations. For the example presented in Paper F the novel approach
perform better than the closed form solution to the backfitting itera-
tions. Further research is needed to clarify under which circumstances
this holds.

Smoothers and additive models are used together with bootstrapping
(Efron & Tibshirani 1993) in Paper G to generalize well known tools for
structural identification of time series. Hereby structural identification of
non-linear time series is allowed for. It is attractive that results obtained
by the new tools can be presented in a way similar to results of the
classical tools. Furthermore, when the models used in the new tools are
replaced by linear models, the new tools reduce to the classical tools.
In Paper G additive models are fitted using backfitting. A closed-form
solution can be provided if the additive models are approximated using
pseudosplines (Hastie 1996) and this may also simplify the calculation of
confidence intervals. Further research is needed to clarify these aspects.

Application of the non- and semi-parametric methods used in this thesis
is relatively simple. However, one or more smoothing parameters must
be selected. In some of the applications mentioned in Chapter 3 cross-
validation or information criteria are used for guidance in selecting the
smoothing parameter. It must be noted that based on these criteria
the optimal smoothing parameter is not well defined and therefore in
practice some judgment is called upon, see also (Hastie & Tibshirani
1990, Section 3.4). Another approach is plug-in methods, see e.g. (Fan
& Gijbels 1996). These methods are not considered in this thesis, but
in Section 1.2 some references to the literature are mentioned. As it is
evident from eg. (Breiman & Spector 1992, Shao 1993) model selection
and hence also selection of a smoothing parameter is a difficult theoretical
and practical problem. When using local polynomial approximations the
selection of a bandwidth can also be based on prior knowledge about the
smoothness of the functions to be estimated. This information can in
some cases be obtained from plots of the data. For this purpose first and
second order polynomials seems to be most useful in that questions like
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“for how large a bandwidth would a first / second order polynomial fit
the data?” is relatively easy to answer. Such questions are difficult to
answer for kernel smoothers (local constants), for smoothing splines, and
also for higher order polynomials.

Contrary to conditional parametric models, estimation in neural net-
works (cf. Paper H) seems to be complicated due to the inherent non-
linear structure. For this reason it is often appropriate to try a number
of different starting values. Similar problems can arise when estimating
parameters in stochastic differential equations (cf. Paper I). However, if
the structure of the model considered is based on prior physical knowl-
edge, as e.g. the theory of heat transfer, then often appropriate starting
values can be obtained by considering the actual system. Therefore of-
ten, in practice, the application of stochastic differential equations is not
as problematic as it might seem from a theoretical point of view.
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Principles and methods, in W. Härdle & M. G. Schimek, eds, ‘Statis-
tical Theory and Computational Aspects of Smoothing. Proceedings
of the COMPSTAT ’94 Satellite Meeting’, Physica-Verlag, Heidel-
berg, pp. 10–49. (Discussion: pp. 80-127).

17



18 Bibliography

Donoho, D. L. & Johnstone, I. M. (1995), ‘Adapting to unknown smooth-
ness via wavelet shrinkage’, Journal of the American Statistical As-
sociation 90, 1200–1224.

Efron, B. & Tibshirani, R. J. (1993), An Introduction to the Bootstrap,
Chapman & Hall, London/New York.

Eubank, R. L. (1988), Spline Smoothing and Nonparametric Regression,
Marcel Dekker, New York.

Fan, J. & Gijbels, I. (1996), Local Polynomial Modelling and Its Appli-
cations, Chapman & Hall, London/New York.
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Conditional parametric ARX-models

Henrik Aalborg Nielsen1, Torben Skov Nielsen1, and Henrik Madsen1

Abstract

In this paper conditional parametric ARX-models are suggested
and studied by simulation. These non-linear models are tra-
ditional ARX-models in which the parameters are replaced by
smooth functions. The estimation method is based on the ideas
of locally weighted regression. It is demonstrated that kernel es-
timates (local constants) are in general inferior to local quadratic
estimates. For the considered application, modelling of tempera-
tures in a district heating system, the input sequences are corre-
lated. Simulations indicate that correlation to this extend results
in unreliable kernel estimates, whereas the local quadratic esti-
mates are quite reliable.

Keywords: Non-linear models; non-parametric methods; kernel esti-
mates; local polynomial regression; ARX-models; time series.

1 Introduction

Linear models in which the parameters are replaced by smooth functions
are denoted varying-coefficients models. Estimation in these models has
been developed for the regression framework, see e.g. (Hastie & Tibshi-
rani 1993). In this paper a special class of the models in which all co-
efficients are controlled by the same argument are considered, these are
also denoted conditional parametric models, see e.g. (Anderson, Fang &
Olkin 1994). This class of models is applied for autoregressive processes
with external input and the resulting models will be denoted conditional
parametric ARX-models. These models are similar to smooth threshold
autoregressive models, see e.g. (Tong 1990), but more general since a
transition is related to each coefficient and a non-parametric form is as-
sumed for these transitions. The method of estimation is closely related

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark
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to locally weighted regression (Stone 1977, Cleveland 1979, Cleveland &
Devlin 1988, Cleveland, Devlin & Grosse 1988). Because of the autore-
gressive property the fitted values will not be linear combinations of the
observations and results concerning bias and variance obtained for the
regression framework (Cleveland & Devlin 1988, Hastie & Loader 1993)
can not be used. For this reason the method is studied by simulation.

Our interest in these models originates from the modelling of tempera-
tures in a district heating system. In such a system the energy needed
for heating and hot tap-water in the individual households is supplied
from a central heating utility. The energy is distributed as hot water
through a system of pipelines covering the area supplied. In the system
an increased energy demand is first meet by increasing the flow rate in
the system and, when the maximum flow rate is reached, by increasing
the supply temperature at the utility. The energy demand in a district
heating system typically exhibits a strong diurnal variation with the peak
load occuring during the morning hours. A similar pattern can be found
in the observed flow rates, although this is also influenced by variations
in the supply temperature. Consequently, the time delay for an increase
in the supply temperature to be observed in a household inlet also has a
diurnal variation.

Models of the relationship between supply temperature and inlet temper-
ature are of high interest from a control point of view. Previous studies
have lead to a library of ARX-models with different time delays and
with a diurnal variation in the model parameters. Methods for on-line
estimating of the varying time delay as well as a controller which takes
full advantage of this model structure have previously been published
(Søgaard & Madsen 1991, Palsson, Madsen & Søgard 1994, Madsen,
Nielsen & Søgaard 1996). A more direct approach is to use one ARX-
model but with parameters replaced by smooth functions of the flow rate.
This approach is addressed in this paper. This further has the advantage,
that the need for on-line estimation of the time delay is eliminated.

In Section 2 the conditional parametric model and the estimation meth-
ods are outlined. The performance of the estimators are studied by sim-
ulation in Section 3. An application to real data from a district heating
system is described in Section 4. Some of this material has previously
been presented at a conference, see (Nielsen, Nielsen & Madsen 1997).



Conditional parametric ARX-models 29

2 Model and estimation

A conditional parametric model is a linear regression model with the
parameters replaced by smooth functions. The name of the model comes
from observing that if the argument of the functions are fixed then the
model is an ordinary linear model.

Models of this type are briefly described in the literature (Hastie & Tib-
shirani 1993, Anderson et al. 1994). Below a more general description of
some aspects of the method is presented. The method of estimation is
closely related to locally weighted regression (Stone 1977, Cleveland &
Devlin 1988, Cleveland et al. 1988, Hastie & Loader 1993).

2.1 The regression case

Assume that observations of the response yt and the explanatory vari-
ables xt and zt exist for observation numbers t = 1, . . . , n. An intercept
is included in the model by putting the first element of z t equal to one.
The conditional parametric model for this setup is

yt = zTt θ(xt) + et (t = 1, . . . , n), (1)

where et is i.i.d. N(0, σ2) and θ(·) is a vector of functions, with values
in R, to be estimated. The functions θ(·) is only estimated for distinct
values of their argument x. In this paper the approach taken is to es-
timate θ(·) at points sufficiently close for linear interpolation. Below x
denotes a single such point within the space spanned by the observations
{x1, . . . ,xn}.

The estimation of θ(x) is accomplished by calculating the weighted least
squares estimate of the parameter vector, i.e. close to x the function θ(·)
is approximated by a constant vector. The weight on observation t is
related to the distance from x to xt, such that

wt(x) = W (||xt − x||/h(x)), (2)

where W : R0 →R0 is a nowhere increasing function. In this paper the
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tricube function

W (u) =

{
(1− u3)3, u ∈ [0; 1)
0, u ∈ [1;∞)

(3)

is used. ||xt − x|| is the Euclidean distance between xt and x. The
scalar h(x) > 0 is called the bandwidth. If h(x) is constant for all
values of x it is denoted a fixed bandwidth. If h(x) is chosen so that
a certain fraction (α) of the observations is within the bandwidth it is
denoted a nearest neighbour bandwidth. If x has dimension of two,
or larger, scaling of the individual elements of xt before applying the
method should be considered, see e.g. (Cleveland & Devlin 1988). A
rotation of the coordinate system, in which xt is measured, could also be
relevant. Note that if zt = 1 for all t the method of estimation reduces to
determining the scalar θ̂(x) so that

∑n
t=1 wt(x)(yt− θ̂(x))2 is minimized,

i.e. the method reduces to kernel estimation, see also (Härdle 1990, p. 30)
or (Hastie & Loader 1993). For this reason the described method of
estimation of θ(x) in (1) is called kernel or local constant estimation.

If the bandwidth h(x) is sufficiently small the approximation of θ(·) as
a constant vector near x is good. The consequence is, however, that a
relatively low number of observations is used to estimate θ(x), resulting
in a noisy estimate, or bias if the bandwidth is increased. See also the
comments on kernel estimates in (Anderson et al. 1994) or (Hastie &
Loader 1993).

It is, however, well known that locally to x the elements of θ(·) may
be approximated by polynomials, and in many cases these will provide
better approximations for larger bandwidths than those corresponding
to local constants. Local polynomial approximations are easily included
in the method described. Let θj(·) be the j’th element of θ(·) and let
pd(x) be a column vector of terms in a d-order polynomial evaluated at
x. If for instance x = [x1 x2]T then p2(x) = [1 x1 x2 x2

1 x1x2 x2
2]T .

Furthermore, let zt = [z1t . . . zpt]
T . With

uTt =
[
z1tp

T
d(1)(xt) . . . zjtp

T
d(j)(xt) . . . zptp

T
d(p)(xt)

]
(4)

and
φ̂
T

(x) = [φ̂
T
1 (x) . . . φ̂

T
j (x) . . . φ̂

T
p (x)], (5)

where φ̂j(x) is a column vector of local constant estimates at x corre-
sponding to zjtpd(j)(xt). The estimation is handled as described above,
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but fitting the linear model

yt = uTt φx + et (t = 1, . . . , N), (6)

locally to x. Hereafter the elements of θ̂(x) are calculated as

θ̂j(x) = pTd(j)(x) φ̂j(x) (j = 1, . . . p). (7)

When zj = 1 for all j this method is identical to the method by Cleveland
& Devlin (1988), with the exception that Cleveland & Devlin center the
elements of xi used in pd(xt) around x and consequently pd(xt) must
be recalculated for each value of x considered.

Let U be a matrix with rows uTt , letW (xt) be a diagonal matrix contain-
ing the weights on the observations when x = xt, and let y be a column
vector containing the observations. Using this notation the fitted value
for observation t can be written ŷt = uTt [UTW (xt)U ]−1UTW (xt)y.
Since no element of y is used in uTt it then follows that the fitted val-
ues are linear combinations of the observations. This property is shared
with, e.g., locally weighted regression and forms the basis of discussions
regarding bias and variance, see e.g. (Cleveland & Devlin 1988, Hastie &
Loader 1993).

The weighted least squares problem is solved by the algorithm described
in (Miller 1992). The algorithm was originally written in Fortran but
here a port to C by A. Shah is used (pub/C-numanal/as274 fc.tar.z

from usc.edu, using anonymous ftp).

2.2 ARX-models

It is well known that a linear ARX-model can be written in the form
(1), where t is the time index, θ(·) is a constant parameter vector and
zt contains input and lagged values of yt. For this reason the method
described in Section 2.1 is easily extended to models of the form:

yt =
∑

i∈Ly
ai(xt−m)yt−i +

∑

i∈Lu
bi(xt−m)ut−i + et, (8)

where t is the time index, yt is the response, xt and ut are inputs, {et}
is i.i.d. N(0, σ2), Ly and Lu are sets of positive integers defining the
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autoregressive and input lags in the model, and m is a positive integer.
Finally, ai(·) and bi(·) are unknown but smooth functions which are to
be estimated. Extensions to multivariate xt and ut are strait forward.
Models belonging to the class defined by (8), including the multivariate
extensions just mentioned, will be denoted conditional parametric ARX-
models.

For this class of models the matrix U , which were introduced in the
previous section, will depend on the observations of the response and
hence the fitted values will not be linear combinations of the observations.

3 Simulation study

To study the estimation method described in Section 2.1 for models of
the class (8) simulations using the model

yt = a1(xt−1)yt−1 +
∑

i∈{2,4}
bi(xt−1)ut−i + et, (9)

are performed. In the simulations et is normally distributed white noise
with zero mean and variance σ2

e . The functions used are

a1(x) = 0.5 + 0.5/(1 + e4x−0.5), b2(x) = 0.045
√

Φ(0.09,0.015)(x), and

b4(x) = 0.025
√

Φ(0.05,0.01)(x), where Φ(µ,σ)(·) is the Gaussian probability

distribution function with mean µ and standard deviation σ. Note that
for all values of x used in the simulations the values of b2(x) and b4(x)
are positive, and the pole (a1(x)) is between 0.5 and 1. However, in the
simulations the pole takes values between 0.75 and 0.79.

In the district heating case it is not possible to experiment with the sys-
tem and hence the response corresponding to uncorrelated inputs can
not be obtained. To study the performance of the estimation method in
a relevant setting measurements of half-hourly averages of supply tem-
perature (ut) and flow (xt) from a running district heating plant is used.
In order to investigate certain aspects of the method simulations with
white noise inputs are also presented. The distributions of the white
noise inputs are chosen so that the range corresponds to the range of
observations from the district heating plant.
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In the simulations local constant (kernel) estimates are compared to local
quadratic estimates. Local quadratic estimates are chosen rather than
local linear estimates since the first type is expected to have less bias
near peaks and to have similar performance in other regions.

In Section 3.1 simulated white noise input with a uniform distribution
are used and the performance of local constant (kernel) estimates are
compared with local quadratic estimates. Simulated white noise input
with a normal distribution are used in Section 3.2 and local quadratic
estimates are investigated for cases where data is sparse in some regions.
Simulations with correlated input are addressed in Section 3.3 and in
this section local constant and local quadratic estimates are compared
when a lag not included in the simulation is included in the estimation.
Histograms of the sequences of xt are shown in Figure 1.

The length of the simulated series is approximately 40% of the length
of the real data series used in Section 4. To obtain roughly the same
variance of the estimates in the simulation and in the application, the
simulation variance is chosen to be 40% of the variance obtained in Sec-
tion 4. With a robust estimate of the variance obtained from the central
95% of the residuals, the simulation variance of et in (9) is 0.272.

The function values are estimated at 50 equidistantly spaced points. Re-
sults for nearest neighbour bandwidths with α = 0.1, 0.2, . . . , 0.6 are
presented. In the figures the true values are indicated by a dotted line.
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Figure 1: Histograms of xt used in the simulations. From left to right;
uniformly distributed white noise, normally distributed white noise, and
measurements of flow (m3/s) from a running plant.
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3.1 Uniformly distributed input

Minimum and maximum observed values of supply temperature and low
pass filtered flow (c.f. Section 3.3) are used as limits of the uniform dis-
tribution from which the white noise input sequences, of length 3000, are
generated, i.e. xt is i.i.d. U(0.0390, 0.116) and ut is i.i.d. U(78.2, 94.2).

In Figure 2 local constant (kernel) and local quadratic estimates of the
functions a1(·), b2(·), and b4(·) in (9) are shown. It is clearly seen that the
local quadratic is superior to the local constant approximation. This is
especially true near the border of the interval spanned by the observations
and in areas with large curvature. Also note that the local quadratic
approximation is quite insensitive to the choice of bandwidth.
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Figure 2: Uniformly distributed white noise input. Local constant (top
row) and local quadratic (bottom row). From left to right; â1(x), b̂2(x),
and b̂4(x).
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3.2 Normally distributed input

To investigate the performance of the local quadratic estimates in cases
where the data are sparse near the border of the interval spanned by the
observations a simulation corresponding to Section 3.1 is performed with
normally distributed white noise input.

The mean and variance of the normal distributions are chosen so that
the lower and upper limits of the uniform distributions of Section 3.1
is exceeded with probability 0.25%, i.e. xt is i.i.d. N(0.0776, 0.01382)
and ut is i.i.d. N(86.2, 2.862), 15 values of each of the simulated input
sequences are expected to exceed the limits. Values exceeding the limits
are truncated.

In Figure 3 local quadratic estimates of the functions a1(·), b2(·), and
b4(·) in (9) are shown. When compared with the distribution of xt in
Figure 1 it is seen that the estimates are relatively far from the true
values in regions with sparse data. To further investigate this aspect
Figure 4 indicate the pointwise distribution of the estimates, calculated
for α = 0.3 at 20 equidistantly spaced points.
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Figure 3: Normally distributed white noise input and local quadratic
estimates. From left to right; â1(x), b̂2(x), and b̂4(x).

3.3 Measurements from a running plant as input

In order to address the influence of correlated input sequences on the
performance of the estimation method, measurements of 2873 half-hourly
averages of flow (xt, m

3/s) and supply temperature (ut,
oC) from a
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Figure 4: Quantiles (5%, 25%, 50%, 75%, and 95%) of one hundred
simulations (α = 0.3) with the same input sequences as in Figure 3.
From left to right; â1(x), b̂2(x), and b̂4(x).

running district heating plant are used. To mimic the real situation (c.f.
Section 4.2) the flow is filtered with exponential smoothening using a
forgetting factor of 0.8.

Figure 5 shows the results obtained with local quadratic estimates when
the structure of the true system is assumed known. Compared with
the previous plots it is clear that the correlation of the input sequences
deteriorates the estimates, even in regions where data is dense. The main
characteristics are, however, still identifiable.

In Figures 6 and 7 the results when including b3(xt−1)ut−3 in the model
used for estimation are shown. In this case the local constant estimates
perform very poor. The local quadratic estimates perform well, except
for regions were data is sparse (compare with the histogram in Figure 1).
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Figure 5: Measurements of flow (m3/s) from a running plant as input
and local quadratic estimates. From left to right; â1(x), b̂2(x), and b̂4(x).
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Figure 6: Measurements of flow (m3/s) from a running plant as input
and local constant estimates. From left to right; â1(x), b̂2(x), b̂3(x), and
b̂4(x).
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Figure 7: Measurements of flow from a running plant as input and local
quadratic estimates. From left to right; â1(x), b̂2(x), b̂3(x), and b̂4(x).
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The performance in border regions can be improved if prior knowledge
about the individual functions is available. If the estimates corresponding
to Figure 7 are recalculated with the local approximations a1(x) - strait
line, b2(x) and b4(x) - quadratic, b3(x) - constant. This removes much
of the fluctuation of b̂3(x) and also increases the performance of the
remaining estimates.

4 Application to a real system

In this section the method is applied to data obtained from the district
heating plant “Høje Taastrup Fjernvarme” near Copenhagen in Den-
mark. For the periods considered the energy were supplied from one
plant only.

4.1 Data

The data covers the periods from 1 April until 31 May and 1 September
until 17 December, 1996. Data consists of five minute samples of supply
temperature and flow at the plant together with the network temperature
at a major consumer, consisting of 84 households. In 1996 that consumer
used 1.2% of the produced energy.

The measurements of the flow and temperatures are occasionally erro-
neous. In order to find these measurements the data were investigated
by visual methods; five minutes samples were excluded for 999 time val-
ues. Based on the observations half-hour averages were calculated, and
these were excluded if any of the five minute samples were excluded or
missing. In total 724 half-hour averages were excluded, yielding a total
of 7388 half-hour values which are assumed valid.

4.2 Models

The network temperature is modelled by models of the structure (8),
where one time step corresponds to 30 minutes, yt represents the network
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temperature, ut represents the supply temperature, and xt represents a
filtered value of the flow.

Consider a simple district heating network with only one consumer and
one plant. Disregarding diffusion, the time delay τ(t) of a water particle
leaving the plant at time t is related to the distance d between plant and

consumer by the relation d =
∫ t+τ(t)
t v(s)ds, where v(s) is the velocity

of the particle at time s. From this simple model it is seen that the
flow should be filtered by averaging over past values, but with varying
horizon. In practice this is implemented by assuming a known volume
for the district heating pipe between the plant and the major consumer.
Hereafter the filtered values of the flow is found as the average of the
five minute samples filling the pipe, see (Nielsen et al. 1997) for a brief
description of how the volume is estimated.

Below results corresponding to two different model structures are pre-
sented, (i) the conditional parametric Finite Impulse Response (FIR)
model yt =

∑30
i=0 bi(xt)ut−i + et, and (ii) the conditional parametric

ARX-model yt = a(xt)yt−1 +
∑15

i=3 bi(xt)ut−i + et.

4.3 Results

For both the FIR-model and the ARX-model described in the previous
section local quadratic estimates and nearest neighbour bandwidths are
used. The coefficient functions are estimated at 50 equally spaced points
ranging from the 2% to the 98% quantile of the filtered flow.

The coefficient functions of the FIR-model are estimated for α equal to
0.1, 0.2, . . . , 0.9. In Figure 8 the impulse response as a function of the flow
is displayed for α = 0.4. Equivalent plots for the remaining bandwidths
revealed that for α ≤ 0.2 the fits are too noisy, whereas in all cases
sufficiently smoothness is obtained for α = 0.5. Only minor differences
in the fits are observed for α ∈ {0.3, 0.4, 0.5}.

In Figure 9 a contour plot corresponding to Figure 8 is shown. From the
plot the varying time delay of the system is revealed, it seems to vary
from three lags when the flow is large to approximately ten lags when
the flow is near its minimum. The peak at lag zero for the lower flows is



40 Paper A

 0
5

10

15

20

25

30

Lag

0.04

0.06

0.08

0.1

Flow (m³/s)

−
0.

4−
0.

2
 0

0.
2

0.
4

0.
6

0.
8

R
es

po
ns

e

Figure 8: Impulse response function of the FIR-model.

clearly an artifact. It is probably due to the correlation structure of the
flow. The sample autocorrelation function shows a local peak at lag 24,
and therefore the peak at lag zero can be compensated by higher lags.
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Figure 9: Contour plot of the impulse response function of the FIR-model
(α = 0.4). The contour lines is plotted from −0.1 to 0.7 in steps of 0.1.
Lines corresponding to non-positive values are dotted.

The residuals of the FIR-model show a diurnal variation. The sample
inverse autocorrelation function of the residuals indicates that a AR(1)-
model can account for most of the correlation, this corresponds to the
order of the auto regression used in (Madsen et al. 1996) which considers
the same district heating system.
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Based on the results obtained for the FIR-model the ARX-model de-
scribed in Section 4.2 is purposed. The coefficient functions of the model
are estimated for α equal to 0.3, 0.4, and 0.5. Very similar results are
obtained for the three different bandwidths. For α = 0.4 the impulse
response as a function of the flow is displayed in Figure 10. The varying
time delay is clearly revealed. In Figure 11 the stationary gain of the
two models and the pole of the ARX-model are shown. From the values
of the stationary gain it is seen that the temperature loss changes from
6% when the flow is large to 12-15% when the flow is small.

The residuals of the ARX-model show a weak diurnal variation, only
very weak autocorrelation (0.07 in lag two), and no dependence of supply
temperature and flow. If the coefficients of the ARX-model are fitted as
global constants the central 95% of the residuals spans 2.1 oC opposed
to 1.7 oC for the conditional parametric ARX-model.
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Figure 10: Impulse response function of the ARX-model.

5 Conclusions

In this paper conditional parametric ARX-models are suggested and
studied. These non-linear models are obtained as traditional ARX-
models in which the parameters are replaced by smooth functions. Simu-
lations show that kernel estimates (local constants) in general are inferior
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Figure 11: Stationary gain of the FIR-model (left) and ARX-model (mid-
dle) and the pole of the ARX-model (right) all plotted against the flow
and for α equal to 0.3, 0.4, and 0.5.

to local quadratic estimates. In the case of correlated input sequences
the kernel estimates are rather unreliable, but local quadratic estimates
are in general quite reliable.

If the observations are sparse in border regions of the variable(s) defining
the weight, the local quadratic estimate may have increased bias and/or
variance in these regions. Consequently it is important to investigate the
distribution of the variable(s) defining the weight when interpreting the
estimates.

When applied to real data from a district heating system in which case
numerous coefficient functions is necessary the method seem to perform
well in that the results obtained are quite plausible. Furthermore, the
residuals behave appropriately.

6 Discussion

The poor performance of the kernel estimates is probably related to the
inability of the approximation to fit the data locally. For the estimation
of a regression function (zt = 1) this has been described by Hastie &
Loader (1993).

In this paper the selection of the bandwidth is not considered. If prior
knowledge of the curvature of the coefficient-functions are available this
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may be used to select a bandwidth such that a polynomial of a certain
order is a reasonable local approximation. A more informal method is to
select a bandwidth for which the estimated functions attains a certain
degree of smoothness. In the context of time series it seems appropriate
to use forward validation (Hjorth 1994) for guidance on bandwidth se-
lection. As for cross validation, this approach will probably yield a flat
optimum (Hastie & Tibshirani 1990, p. 42), and so, some judgment is
called upon.

The interpretation of the function value estimates would be greatly fa-
cilitated by results concerning the statistical properties of the estimates.
It is believed that it is possible to derive such properties based on the
results obtained for locally weighted regression, see e.g. (Cleveland &
Devlin 1988). Without the theoretical work it is still possible to address
the precision of the function estimates by for instance bootstrapping.

The conditional parametric ARX-models may be too flexible for some
applications. Especially it is of interest to be able to fit some of the
functions as global constants. This could probably be accomplished by
applying the methods described in (Hastie & Tibshirani 1993).

For temperature control applications in district heating systems it is
expected that the identified conditional parametric ARX-model is supe-
rior to more traditional adaptive controllers as considered for instance
in (Madsen et al. 1996), because the non-linearity is directly modelled
as opposed to the successive linearizations used in traditional adaptive
estimation techniques.
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LFLM Version 1.0
An S-PLUS / R library for locally weighted fitting of linear models

Henrik Aalborg Nielsen1

Abstract

The conditional parametric model is an extension of the well
known linear regression model, obtained by replacing the param-
eters by smooth functions. Estimation in such models may be
accomplished by fitting a, possibly larger, linear model locally
to some explanatory variable(s). In this report the conditional
parametric model is described together with a method of estima-
tion. An S-PLUS / R implementation is described and an exam-
ple given. Since the user interface is similar to other S-PLUS /
R functions for regression the software is easy to use. Further-
more, to increase speed, the core of the program is written in
the ANSI-C programming language. The software allows for ex-
perimentation with variable bandwidth selection procedures and
evaluation structures.

1 Introduction

Conditional parametric models are considered in (Chambers & Hastie
1991), (Hastie & Tibshirani 1993), and (Anderson, Fang & Olkin 1994).
These models may be viewed as linear regression models in which the
parameters are replaced by smooth functions of other explanatory vari-
ables. The purpose of the analysis is to estimate and make inference
about these functions, without assuming a parametric form. The models
considered in (Chambers & Hastie 1991) and (Anderson et al. 1994) are
rather restricted, since the originating linear model need to be a strait line
or a linear (hyper) surface. Conditional parametric models are a subset
of the varying-coefficient models described in (Hastie & Tibshirani 1993),
but the general description requires a more complicated estimation pro-
cedure.

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark
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In Section 2 a general description of the model is given, together with
a method for estimation. In Section 3 an S-PLUS / R library which is
able to estimate the smooth functions is described. An example on how
to use the software is shown in Section 4. In Section 5 details on how to
obtain the source code are given. Finally, in Section 6 we conclude on
the paper.

2 Theory

2.1 Model

A conditional parametric model is a model of the form

Yi = zTi θ(xi) + ei; i = 1, . . . , N, (1)

where the response Yi is a stochastic variable, xi and zi are explanatory
variables, ei is i.i.d. N(0, σ2), θ(·) is a vector of unknown but smooth
functions with values in R, and i = 1, . . . , N are observation numbers.
When xi is constant across observations the model reduces to a linear
model, hereof the name.

2.2 Local constant estimates

Estimation in (1) aims at estimating the functions θ(·) within the space
spanned by the observations of xi; i = 1, . . . , N . The functions is only
estimated for distinct values of the argument x. Below x denotes one
single of these points and θ̂(x) denotes the estimates of the coefficient
functions, when the coefficient functions are evaluated at x.

One solution to the estimation problem is to replace θ(xi) in (1) with
a constant vector θ(x) and fit the resulting model locally to x, using
weighted least squares. Below two similar methods of allocating weights
to the observations are described, for both methods the weight function
W : R0 → R0 is a nowhere increasing function. The weight functions
available in LFLM are listed in Table 1 on page 57.
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In the case of a spherical kernel the weight on observation i is determined
by the Euclidean distance ||xi − x|| between xi and x, i.e.

wi(x) = W

( ||xi − x||
h(x)

)
. (2)

A product kernel is characterized by distances being calculated for one
dimension at a time, i.e.

wi(x) =
∏

j

W

( |xi(j)− x(j)|
h(x)

)
, (3)

where the multiplication is over the dimensions of x. The scalar h(x) > 0
is called the bandwidth. If h(x) is constant for all values of x it is denoted
a fixed bandwidth. If h(x) is chosen so that a certain fraction (α) of the
observations fulfill ||xi − x|| ≤ h(x) it is denoted a nearest neighbour
bandwidth. If x has dimension of two or larger, scaling of the individual
elements of xi before applying the method should be considered, see e.g.
(Cleveland & Devlin 1988). Rotating the coordinate system in which xi
is measured may also be relevant.

Note that if zi = 1 for all i the method of estimation reduces to deter-
mining the scalar θ̂(x) such that

∑n
i=1 wi(x)(yi − θ̂(x))2 is minimized,

i.e. the method reduces to kernel estimation (Härdle 1990, p. 30). For
this reason the described method of estimation of θ(x) in (1) is called
kernel or local constant estimation.

2.3 Local polynomial estimates

If the bandwidth h(x) is sufficiently small the approximation of θ(·) as a
constant vector near x is good. This implies that a relatively low number
of observations is used to estimate θ(x), resulting in a noisy estimate or
large bias if the bandwidth is increased. See also the comments on kernel
estimates in (Anderson et al. 1994)

It is, however, well known that locally to x the elements of θ(·) may
be approximated by polynomials, and in many cases these will be good
approximations for larger bandwidths than those corresponding to local
constants. Local polynomial approximations are easily included in the
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method described. Let θj(·) be the j’th element of θ(·) and let P d(x) be
a column vector of terms in a d-order polynomial evaluated at x, if for
instance x = [x1 x2]T then P 2(x) = [1 x1 x2 x

2
1 x1x2 x

2
2]T . Furthermore,

let zi = [z1i . . . zpi]
T . With

uTi =
[
z1iP

T
d(1)(xi) . . . zjiP

T
d(j)(xi) . . . zpiP

T
d(p)(xi)

]
(4)

and

φ̂
T

(x) = [φ̂
T
1 (x) . . . φ̂

T
j (x) . . . φ̂

T
p (x)], (5)

where φ̂j(x) is a column vector of local constant estimates at x cor-
responding to zjiP d(j)(xi), estimation is handled as described in Sec-
tion 2.2, but fitting the linear model

Yi = uTi φ(x) + ei; i = 1, . . . , N, (6)

locally to x. Hereafter the elements of θ(x) is estimated by

θ̂j(x) = P T
d(j)(x) φ̂j(x); j = 1, . . . p. (7)

When zj = 1 for all j this method is identical to the method by Cleveland
& Devlin (1988), with the exception that they center the elements of xi
used in P d(xi) around x and so P d(xi) must be recalculated for each
value of x considered.

Example: If the first element of θ(·) is approximated locally by a 2nd
order polynomial and if xi = [x1i x2i]

T then z1i in (1) is replaced by
the elements z1i, z1ix1i, z1ix2i, z1ix

2
1i, z1ix1ix2i, and z1ix

2
2i. If the corre-

sponding parameters are denoted φ1,0, φ1,1, φ1,2, φ1,11, φ1,12, and φ1,22

the estimate of θ1(x) is φ̂1,0+φ̂1,1x1+φ̂1,2x2+φ̂1,11x
2
1+φ̂1,12x1x2+φ̂1,22x

2
2.
2

2.4 Heteroscedasticity

For estimation purposes only observations in an neighbour-hood of x is
used. Consequently, it is not required that ei has constant variance. It is
sufficient that the variance is approximately constant within a neighbour-
hood of xi, i.e. we may write ei is i.i.d. N(0, σ2(xi)).
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It is possible to extend this to local polynomial estimation of σ2(xi).
However, it is required that the local approximations used are strictly
positive and it would be obvious to approximate log(σ2(xi)). Note that
this may pose problems if the true variance is very small. Furthermore, it
is necessary to use a local likelihood method (Hastie & Tibshirani 1990).
These methods are not included in LFLM.

2.5 The smoother matrix

As for linear regression the fitted values ŷi, i = 1, . . . , N is linear com-
binations of the observations yi, i = 1, . . . , N . If the observations are
arranged in a column vector Y this may be expressed as

Ŷ = LY , (8)

where the n×nmatrixL is called the smoother matrix and is independent
of Y . For linear regression the matrix is often called the hat-matrix
(Jørgensen 1993).

The property (8) is shared with other smoothers (Hastie & Tibshirani
1990) and hence the model, variance, and error degrees of freedom can
be calculated

dfmod = tr(L) (9)

dfvar = tr(LLT ) (10)

dferr = N − tr(2L−LLT ) (11)

For linear regression dfmod, dfvar, and N − dferr are identical due to the
special properties of L in this case.

To see that (8) is true let U be the design matrix corresponding to local
constant estimates, i.e. row i is ui from (4). LetW i be a diagonal matrix,
where element (k, k) is the weight on observation k when xi is used as
fitting point, i.e. x = xi. The local constant (intermediate) estimates
can then be expressed as

φ̂(xi) =
[
UTW iU

]−1
UTW iY . (12)

Hence the fitted value at observation i equals

ŷi = uTi φ̂(xi) = uTi
[
UTW iU

]−1
UTW iY . (13)
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Consequently, the vector of fitted values can be written as (8). If the
weights are not chosen based on the values of Y or Ŷ then L only
depend on xi and zi, i = 1, . . . , N .

3 Software

The weighted least squares problem, described in Section 2, is solved by
the algorithm described in (Miller 1992). The algorithm was originally
written in Fortran but here a port to C by A. Shah is used. This was
obtained as pub/C-numanal/as274 fc.tar.z by anonymous ftp from
usc.edu.

The local constant estimation is implemented as a function written in
ANSI-C. This is also true for most of the calculations related to the
smoother matrix. The remaining part of the program is written in S-
PLUS / R.

The S-PLUS / R front end constitutes a user friendly interface which is
described in this section. Some experience with S-PLUS or R is assumed,
including the notion of classes and methods (Statistical Sciences 1993).
An example on how to use the software is given in Section 4.

Below a fixed width font indicates computer terms, e.g. files, S-PLUS
/ R objects, and arguments to S-PLUS / R functions. If the string is
ended with “()” this indicates that reference to a S-PLUS / R function
is made.

3.1 The main function

The main function of LFLM is lflm(). The arguments of this function
are described in this section. Below the term “fitting points” is used
to denote the points in which the estimates are to be calculated (x in
Section 2.2). The handling of weight functions and bandwidth are in-
spired by the LOCFIT program by Clive Loader, Lucent Technologies,
Bell Laboratories, see:
http://cm.bell-labs.com/stat/project/locfit/index.html
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3.1.1 Required arguments:

The arguments listed below must be supplied to lflm().

• formula: Model specification, see Section 3.1.3.

• alpha: The bandwidth to use, by default this is interpreted as a
fixed bandwidth. If a nearest neighbour bandwidth is used alpha

specifies the fraction of observations to be covered for each fit-
ting point. In this case alpha may have length two, the second
element is then taken as a lower bound on the bandwidth found
by the nearest neighbour method. To allow experimentation with
variable-bandwidth selection procedures, it is also possible to spec-
ify an individual bandwidth for each fitting point. In this case the
length of alpha must equal the number of fitting points, see also
the description of argument bt in Section 3.1.2.

• data: Data frame containing the data.

3.1.2 Optional arguments:

Default values are supplied for the following arguments. These are by
no means guaranteed to be appropriate, especially the bandwidth type
bt, the degree of the local polynomial approximations degree, and the
number / placement of fitting points n.points and x.points should be
considered.

• degree: Degree of the local polynomial approximations. If the
length is one this is used for all elements of θ(·). If the length is
different from one it must equal the number of functions to esti-
mate and the order must correspond to the global part of formula.
Default: 2.

• CP: If TRUE crossproduct terms are included in the local polynomial
approximations. As for degree the length must either be one or
equal the number of functions to estimate. Default: TRUE.
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• scale: Vector, the length of which correspond to the dimension of
x. For each dimension of the fitting points and the corresponding
observations the values are divided by the corresponding element of
scale before distances, and consequently weights, are calculated.
Default: No scaling.

• bt: Type of bandwidth; fixed ("fix"), nearest neighbour ("nn"),
or user specified ("user"), i.e. an individual bandwidth for each
fitting point. If user specified bandwidths are used the argument
x.points, described below, must be supplied. Default: "fix".

• kt: Type of kernel; spherical ("sph") or product ("prod"), see
Section 2.2. Default: "sph".

• kern: Type of kernel or weight function; box ("box"), triangle
("tangl"), tricube ("tcub"), or Gaussian ("gauss"), see Table 1.
Default: "tcub".

• n.points: Number of fitting points per dimension of the data
corresponding to the local formula, c.f. Sections 3.1.3 and 3.3. This
argument is disregarded if x.points is specified. Default: 10.

• x.points: Data frame containing the fitting points. The names
and order must correspond to the local formula. This argument
allows experimentation with evaluation structures. Default: Con-
structed using n.points.

• na.action: Function specifying the action to take when missing
data (NA) is found in data, often na.omit is desirable. Default:
na.fail.

• weight: Vector, which length is the number of observations with
no missing values, specifying the weight on the observations. De-
fault: unweighted.

• calc.df: Should the degrees of freedom of the model be calcu-
lated? In version 1.0 this is possible only when the estimates are
calculated for all observations. Default: FALSE.

• save.smoother.matrix: Should the smoother matrix be calcu-
lated and saved? In version 1.0 this is possible only when the
estimates are calculated for all observations. Default: FALSE.
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Name kern argument Weight function

Box "box" W (u) =

{
1, u ∈ [0; 1)
0, u ∈ [1;∞)

Triangle "tangl" W (u) =

{
1− u, u ∈ [0; 1)
0, u ∈ [1;∞)

Tribube "tcub" W (u) =

{
(1− u3)3, u ∈ [0; 1)
0, u ∈ [1;∞)

Gauss "gauss" W (u) = exp(−u2/2)

Table 1: Weight functions available in LFLM.

• circ: Should the distances be calculated between points on the
unit circle? This argument may only be TRUE for local constant
estimates and for one-dimensional fitting points. Default: FALSE.

• dump: Should lflm() dump if an error from the C-code is trapped.
Default: TRUE.

3.1.3 Model specification:

Model specification (formula) follows the usual S-PLUS / R formula
language

<response> ∼ (<global formula>) | (<local formula>)

where the global formula is a S-PLUS / R model specification corre-
sponding to z in (1), and the local formula corresponds to x in (1). The
elements in the local formula must be separated by asterisks.

Example: If x1, x2, z1, z2, and y are numeric vectors (not factors) then

y ∼ (z1 + z2) | (x1 * x2),
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specifies the model yi = θ0(x1i, x2i) + θ1(x1i, x2i)z1i + θ0(x1i, x2i)z2i + ei.
As usual the intercept term can be dropped from the model by replacing
z1 + z2 with -1 + z1 + z2.

Note: The function does not handle factor variables and functions of
numeric variables included in the global formula correctly. Factor vari-
ables must be replaced by a number of coding variables before using the
program. Similar steps must be used to include functions of numeric
variables.

3.1.4 Output:

After successful completion lflm() returns a list of class lflm with the
following components:

• call: An image of the call that produced the list.

• data.name: Under S-PLUS: The name of the data frame used for
estimation. Under R: the string "unknown"; assign it manually
after the call to lflm().

• run.time: The date and time at which lflm() were called, as
returned by date().

• formula, degree, CP, circ, kt, kern, bt, alpha, and scale: Copi-
es from the call to lflm().

• x.points: Data frame in which the rows are the fitting points used.

• est: Data frame in which the rows correspond to the rows in
x.points and the columns correspond to the function estimates.

• df: If requested; the degrees of freedom of the model, otherwise:
NA.

• S: If requested; the smoother matrix, otherwise: NA.

• bandwidth: Vector containing the actual bandwidth used for each
fitting point, i.e. the positions correspond to the rows of x.points.



LFLM Version 1.0 59

• rank.defic: Vector containing non-negative integers indicating
the rank deficiency for each fitting point, as reported by the WLS
algorithm. A warning will be issued by lflm() if these are not all
zero.

• loc.nparam: The number of local constants used, i.e. the number
of parameters estimated by the WLS algorithm.

• err.func: If positive one of the C-functions in the WLS algorithm
has returned an error condition. The value can be used to locate
the function in the C code. By default a positive value will cause
lflm() to stop without returning a result.

• err.val: If err.func is positive; the error value returned by the
function, see (Miller 1992).

3.1.5 R notes

As mentioned above the name of the data frame used are not returned
when the software runs under R. To be able to calculate the fitted values
or the residuals, see Section 3.2, the correct name must be assigned to
the list returned by lflm(). For instance if the result is saved in the
list fit and the data frame containing the data are called mydata, the
command fit$data.name <- "mydata" must be issued.

Furthermore, when using R (version 0.50), a call to lflm() will cause
the warning "some row names are duplicated; argument ignored".
This can safely be disregarded.

3.2 Methods

Methods, corresponding to objects of class lflm, are supplied for the
functions coef(), fitted(), lines(), plot(), points(), predict(),
print(), residuals(), and summary(). These functions are briefly de-
scribed below. Often these functions will be appropriate only for prelim-
inary analyses and it will often be necessary to write application specific
functions. Graphics are mainly handled for the case of xi in (1) having
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dimension two or less, the plot method allows a call to coplot() for
higher dimensions.

When xi in (1) has dimension two or more methods using interpolation
(fitted(), predict(), and residuals()) requires the fitting points to
be placed in a grid similar to the grid generated when the argument
n.points is used. However, the grid need not to be rectangular, it
is sufficient that for all i = 1, . . . , N a (hyper) cube of fitting points
containing xi can be identified.

Below the methods are described.

print() only print some of the components of the object. Since print()
is called when an object is returned to the top level, or if the name of an
object is just typed at the prompt, unclass() must be used to see the
full content of the object.

summary() returns a list containing the formula, the degrees of freedom
(if calculated), the number of local parameters (length of φ in (5)), the
degree and CP arguments from the call to lflm(), information of how
weights were constructed, summary information of the estimates (incl.
fitting points and bandwidth), and information on whether rank defi-
ciencies were detected.

coef() returns a data frame, in which the first column(s) are the fitting
points, followed by a column containing the bandwidth used (possibly
on the scaled coordinates), the remaining columns contain the estimates
of the functions at the fitting points.

fitted() returns the fitted values of the response. These are calculated
using interpolation between fitting points.

residuals() returns the residuals using fitted().

predict() returns predictions based on the fitted model. Three types
of predictions are available through the type argument; (i) "response"

(default) predictions of the dependent variable, (ii) "terms" each element
of zTθ(x) in (1) separately, and (iii) "coefficients" each element of
θ(x) separately. The calculations are performed using interpolation. By
default missing values are returned if interpolation is not possible, it is
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possible to parse arguments to the function carrying out the interpola-
tion.

plot(): By default, when xi in (1) is one dimensional this function plots
all the estimated functions; the user should set up the graphics devise
to contain more than one plot before calling this function. Arguments
can be parsed to the builtin plot function of S-PLUS / R. When xi
has dimension two, and S-PLUS is used, surface plotting using Trellis
Graphics are available, also coplot() may be called. In other cases only
coplot() may be called.

points() / lines() adds points / lines to the current plot, the argument
what is used to specify the estimate to add and therefore should be among
names(coef(obj)), where obj is a list of class lflm. These methods are
only implemented for the case where xi in (1) is one dimensional.

In the case that the data frame (data) contain missing values and lflm()

is called with argument na.action=na.omit the functions fitted() and
residuals()will return vectors of the same length as the number of rows
in the data frame, but with missing values inserted as appropriate. This
is not consistent with other regression functions in S-PLUS, but we find
it more convenient for general use.

3.3 Surface estimation

When x in (1) has dimension two or more, using the argument n.points
to lflm() will result in a rectangular grid of fitting points being spanned
parallel to the coordinate axes. Often, no observations will be present
in the corners of this grid. In this situation we suggest that the fitting
points are supplied directly through the x.points argument to lflm().

To facilitate this process it is possible to use lflm.data.grid() to gen-
erate the rectangular grid and in.chull() to delete the fitting points
not inside the convex hull spanned by the observations x1,x2, . . . ,xN .
However, in.chull() works only when x has dimension two.

Note: The function in.chull(), supplied together with the software,
is not used by other functions. Therefore, it can safely be deleted or
renamed.
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4 Example

The ethanol example of (Chambers & Hastie 1991, Section 8.2.2) is used
since this clearly illustrates some of the differences between the stan-
dard S-PLUS function used of locally weighted regression, loess(), and
lflm(). However, the strength of lflm() is mainly when, conditioning
on one or two variables, there are more explanatory variables in the lin-
ear model than here. The example uses data stored in the data frame
ethanol included in S-PLUS. Below “>” indicates the S-PLUS prompt
and “+” indicates the secondary prompt.

The data are from an experiment with a single-cylinder automobile test
engine using ethanol as fuel (Brinkman 1981). The dependent variable
NOx is the amount of nitric oxide and nitrogen dioxide in the exhaust,
normalized by the work done by the engine, and the unit is µg per
joule. There are two predictors (i) the compression ratio C and (ii) the
equivalence ratio E, a measure of the air to fuel ratio. There were 88
runs of the experiment.

The purpose of the analysis is to estimate the dependence of the expected
value of NOx on C and E, without an a priory assumption of a specific
parametric form. Since the convex hull spanned by the observations of
the predictors is almost rectangular we will use fitting points spanning a
rectangular grid of the predictors. In (Chambers & Hastie 1991, pp. 331-
335) it is shown that substantial curvature exists in the direction of the
equivalence ratio E. For this reason a local quadratic approximation seems
appropriate. Using a 50% nearest neighbour bandwidth the surface can
be estimated using the command

> loess(NOx ∼ C*E, span=0.5, degree=2, data=ethanol)

this will scale the predictors, by dividing them by their 10% trimmed
sample standard deviation (Chambers & Hastie 1991, p. 315). With the
exception of the fitting points used this can also be reproduced by use of
lflm(). The command

> eth.surf <- lflm(NOx ∼ (1)|(C*E), bt="nn", alpha=0.5,

+ degree=2, scale=sqrt(c(var(ethanol$C),var(ethanol$E))),

+ data=ethanol, n.points=15)



LFLM Version 1.0 63

will scale by the untrimmed sample standard deviations and store the
result as eth.surf. The estimated surface can be viewed by issuing the
command

> plot(eth.surf, pt="wireframe", what="Intercept",

+ zlab="NOx")

The plot is displayed in Figure 1. It seems that the “hill” runs parallel
to the direction of the compression ratio C. As a first step we could then
drop the cross-products between C and E by adding the argument CP=F in
the call to lflm. However we will go directly to a conditional parametric
model, in which the surface is linear in C, i.e. the expected value of NOx
is modelled as θ0(E)+θ1(E)C, where θ0(·) and θ1(·) are smooth functions.
Such a model is fitted by the command

C
E

NOx

Figure 1: Wire-frame plot of intercept in eth.surf.

> eth.cpm1 <- lflm(NOx ∼ (1+C)|(E), bt="nn", alpha=0.5,

+ degree=2, data=ethanol, n.points=50)

Since an intercept term is included by default the formula NOx ∼ (C)|(E)

will be equivalent. As usual, a model without an intercept can be re-
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quested by replacing 1 with -1. The model just fitted includes third
order terms in the local design matrix used. Hence, to mimic

> loess(NOx ∼ C*E, span=0.5, degree=2, parametric="C",

+ drop.square="C", data=ethanol)

which is an example of how a conditional parametric model is specified
in loess() (Chambers & Hastie 1991, p. 344), the command

> eth.cpm2 <- lflm(NOx ∼ (C)|(E), bt="nn", alpha=0.5,

+ degree=c(2,1), data=ethanol, n.points=50)

should be used. The fit eth.cpm1 and the coefficient corresponding to C

in eth.cpm2 may be plotted by the commands

> par(mfrow=c(1,2))

> plot(eth.cpm1, type="l")

> lines(eth.cpm2, what="C", lty=2)

The resulting plots are shown in Figure 2 and as expected eth.cpm2

results in more smooth estimates. Printing the bandwidth component of
eth.cpm1 or eth.cpm2 reveals that at the leftmost point the bandwidth
spans 56% of the axis and at the rightmost point the corresponding
number is 43%.

Comparing with (Chambers & Hastie 1991, Section 8.2.2) it is seen that
the results are presented quite differently from when loess() are used;
loess() focus on the surface, while lflm() focus on the coefficient func-
tions.

A page containing some simple diagnostics is obtained by the commands

> par(mfrow=c(2,2))

> plot(fitted(eth.cpm2),residuals(eth.cpm2))

> qqnorm(residuals(eth.cpm2))

> qqline(residuals(eth.cpm2))

> plot(ethanol$C,residuals(eth.cpm2))

> plot(ethanol$E,residuals(eth.cpm2))
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Figure 2: Estimated coefficient functions from eth.cpm1 (solid) and the
coefficient function corresponding to C from eth.cpm2 (dotted).

The plots are shown in Figure 3. The lower left plot indicates that the
dependence on C is not strictly linear given E. Actually, in this case an
additive model fitted by use of gam() is probably more appropriate, see
(Chambers & Hastie 1991, Section 7.2.5).
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Figure 3: Simple diagnostics for the fit corresponding to eth.cpm2.

To gain some understanding of the uncertainty associated with the es-
timates, bootstrapping of the residuals can be applied (Efron & Tibshi-
rani 1993). In Appendix A.1 a program which will generate 200 bootstrap
replicates of eth.cpm2 calculated at 30 points of equal distance along the
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E axis is shown. The program also calculates pointwise estimates of the
mean and the standard deviation.

The actual bootstrapping (the for-loop) took 141 seconds on a
HP 9000/800. Figure 4 shows the 95% standard normal intervals based
on the bootstrap replicates. To interpret these as confidence intervals
we need to assume that the model is correct and estimated without bias.
As argued above this is somewhat doubtful. The plot was generated by
the program shown in Appendix A.2.
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Figure 4: Mean and 95% standard normal intervals based on 200 boot-
strap replicates of eth.cpm2 (dotted), together with the original esti-
mates (solid).

5 Obtaining the code and installation

The source code is found at http://www.imm.dtu.dk/∼han/lflm.tgz

On UNIX systems: Place lflm.tgz in a temporary directory. Uncom-
press the file by executing gunzip lflm.tgz and unpack the resulting
tape archive file by executing tar -xvf lflm.tar. Hereafter; follow the
instructions in the file called README.

The program is known to compile and run under HP-UX 9 and 10, with
S-PLUS 3.4 installed, and under RedHat Linux 4.0 (kernel version 2.0.18)
with R 0.50 installed.
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6 Conclusion

The conditional parametric model is reviewed, together with estimation
using locally weighted fitting of a linear model derived from the original
model. Furthermore, a software package for S-PLUS / R is described.
The software can also be used for well known methods like kernel regres-
sion and locally weighted polynomial regression.

Since the user interface is similar to other S-PLUS / R functions for
regression the software is easy to use. Furthermore, to increase speed
the core of the program is written in the ANSI-C programming language.
The software is flexible enough to allow experimentation with variable
bandwidth selection procedures and evaluation structures. Also, the size
of the regression problem which can be handled is solely determined by
the hardware / operation system configuration.

A Sample S-PLUS programs

A.1 Bootstrapping

The following S-PLUS program was used to generate 200 bootstrap repli-
cates of eth.cpm2 produced by lflm() as shown on page 64. The pro-
gram also calculates pointwise estimates of the mean and standard devi-
ation.

eth.cpm2.resid <- residuals(eth.cpm2)

eth.cpm2.fitted <- fitted(eth.cpm2)

eth.cpm2.boot.1 <- matrix(nrow=30, ncol=200)

eth.cpm2.boot.C <- matrix(nrow=30, ncol=200)

eth.cpm2.boot.E <-

seq(min(ethanol$E),max(ethanol$E), length=30)

for(b in 1:200) {

tmp <-

lflm(NOx ~ (C)|(E), degree=c(2,1), bt="nn", alpha=0.5,

x.points=data.frame(E=eth.cpm2.boot.E),

data=data.frame(C=ethanol$C, E=ethanol$E,
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NOx=eth.cpm2.fitted +

sample(eth.cpm2.resid, length(eth.cpm2.resid), T)))

eth.cpm2.boot.1[,b] <- coef(tmp)[, "Intercept"]

eth.cpm2.boot.C[,b] <- coef(tmp)[, "C"]

}

eth.cpm2.summ <- vector("list", 0)

eth.cpm2.summ$Intercept <-

data.frame(mean=apply(eth.cpm2.boot.1, 1, "mean"),

sd=sqrt(apply(eth.cpm2.boot.1, 1, "var")))

eth.cpm2.summ$C <-

data.frame(mean=apply(eth.cpm2.boot.C, 1, "mean"),

sd=sqrt(apply(eth.cpm2.boot.C, 1, "var")))

A.2 Plotting

To produce the plot of the pointwise 95% confidence intervals shown in
Figure 4 on page 66 the following S-PLUS program was used:

par(mfrow=c(1, 2))

for(what in c("Intercept", "C")) {

matplot(eth.cpm2.boot.E,

cbind(qnorm(p=0.025,

mean=get(what, eth.cpm2.summ)$mean,

sd=get(what, eth.cpm2.summ)$sd),

get(what, eth.cpm2.summ)$mean,

qnorm(p=0.975,

mean=get(what, eth.cpm2.summ)$mean,

sd=get(what, eth.cpm2.summ)$sd)),

type="l", lty=2, col=1, xlab="E", ylab=what)

axis(1)

axis(2)

box()

lines(eth.cpm2, what=what)

}
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Tracking time-varying coefficient-functions

Henrik Aa. Nielsen1, Torben S. Nielsen1, Alfred K. Joensen1,
Henrik Madsen1, and Jan Holst2

Abstract

A method for adaptive and recursive estimation in a class of non-
linear autoregressive models with external input is proposed. The
model class considered is conditionally parametric ARX-models
(CPARX-models), which is conventional ARX-models in which
the parameters are replaced by smooth, but otherwise unknown,
functions of a low-dimensional input process. These coefficient-
functions are estimated adaptively and recursively without speci-
fying a global parametric form, i.e. the method allows for on-line
tracking of the coefficient-functions. Essentially, in its most sim-
ple form, the method is a combination of recursive least squares
with exponential forgetting and local polynomial regression. It
is argued, that it is appropriate to let the forgetting factor vary
with the value of the external signal which is the argument of the
coefficient-functions. Some of the key properties of the modified
method are studied by simulation.

Keywords: Adaptive and recursive estimation; Non-linear models;
Time-varying functions; Conditional parametric models; Non-parametric
method.

1 Introduction

The conditional parametric ARX-model (CPARX-model) is a non-linear
model formulated as a linear ARX-model in which the parameters are
replaced by smooth, but otherwise unknown, functions of one or more ex-
planatory variables. These functions are called coefficient-functions. In

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark

2Department of Mathematical Statistics, Lund University, Lund Institute of Tech-
nology, S-211 00 Lund, Sweden
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(Nielsen, Nielsen & Madsen 1997) this class of models is used in relation
to district heating systems to model the non-linear dynamic response
of network temperature on supply temperature and flow at the plant.
A particular feature of district heating systems is, that the response on
supply temperature depends on the flow. This is modelled by describ-
ing the relation between temperatures by an ARX-model in which the
coefficients depend on the flow.

For on-line applications it is advantageous to allow the function estimates
to be modified as data become available. Furthermore, because the sys-
tem may change slowly over time, observations should be down-weighted
as they become older. For this reason a time-adaptive and recursive esti-
mation method is proposed. Essentially, the estimates at each time step
are the solution to a set of weighted least squares regressions and there-
fore the estimates are unique under quite general conditions. For this
reason the proposed method provides a simple way to perform adaptive
and recursive estimation in a class of non-linear models. The method is
a combination of the recursive least squares with exponential forgetting
(Ljung & Söderström 1983) and locally weighted polynomial regression
(Cleveland & Devlin 1988). In the paper adaptive estimation is used
to denote, that old observations are down-weighted, i.e. in the sense of
adaptive in time. Some of the key properties of the method are discussed
and demonstrated by simulation.

Cleveland & Devlin (1988) gives an excellent account for non-adaptive
estimation of a regression function by use of local polynomial approxima-
tions. Non-adaptive recursive estimation of a regression function is a re-
lated problem, which has been studied recently by Thuvesholmen (1997)
using kernel methods and by Vilar-Fernández & Vilar-Fernández (1998)
using local polynomial regression. Since these methods are non-adaptive
one of the aspects considered in these papers is how to decrease the
bandwidth as new observations become available. This problem do not
arise for adaptive estimation since old observations are down-weighted
and eventually disregarded as part of the algorithm. Hastie & Tibshi-
rani (1993) considered varying-coefficient models which are similar in
structure to conditional parametric models and have close resemblance
to additive models (Hastie & Tibshirani 1990) with respect to estima-
tion. However, varying-coefficient models include additional assumptions
on the structure. Some specific time-series counterparts of these models
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are the functional-coefficient autoregressive models (Chen & Tsay 1993a)
and the non-linear additive ARX-models (Chen & Tsay 1993b).

The paper is organized as follows. In Section 2 the conditional parametric
model is introduced and a procedure for estimation is described. Adap-
tive and recursive estimation in the model are described in Section 3,
which also contains a summary of the method. To illustrate the method
some simulated examples are included in Section 4. Further topics, such
as optimal bandwidths and optimal forgetting factors are considered in
Section 5. Finally, we conclude on the paper in Section 6.

2 Conditional parametric models and local poly-

nomial estimates

When using a conditional parametric model to model the response ys
the explanatory variables are split in two groups. One group of variables
xs enter globally through coefficients depending on the other group of
variables us, i.e.

ys = xTs θ(us) + es, (1)

where θ(·) is a vector of coefficient-functions to be estimated and es is
the noise term. Note that xs may contain lagged values of the response.
The dimension of xs can be quite large, but the dimension of us must be
low (1 or 2) for practical purposes (Hastie & Tibshirani 1990, pp. 83-84).
In (Nielsen et al. 1997) the dimensions 30 and 1 is used. Estimation in
(1), using methods similar to the methods by Cleveland & Devlin (1988),
is described for some special cases in (Anderson, Fang & Olkin 1994) and
(Hastie & Tibshirani 1993). A more general description can be found in
(Nielsen et al. 1997). To make the paper self-contained the method is
outlined below.

The functions θ(·) in (1) are estimated at a number of distinct points by
approximating the functions using polynomials and fitting the resulting
linear model locally to each of these fitting points. To be more specific
let u denote a particular fitting point. Let θj(·) be the j’th element of
θ(·) and let pd(j)(u) be a column vector of terms in the corresponding

d-order polynomial evaluated at u, if for instance u = [u1 u2]T then
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p2(u) = [1 u1 u2 u
2
1 u1u2 u

2
2]T . Furthermore, let xs = [x1,s . . . xp,s]

T .
With

zTs =
[
x1,sp

T
d(1)(us) . . . xj,sp

T
d(j)(us) . . . xp,sp

T
d(p)(us)

]
(2)

and
φTu = [φTu,1 . . .φ

T
u,j . . .φ

T
u,p], (3)

where φu,j is a column vector of local coefficients at u corresponding to
xj,spd(j)(us). The linear model

ys = zTs φu + es; i = 1, . . . , N, (4)

is then fitted locally to u using weighted least squares (WLS), i.e.

φ̂(u) = argmin
�
u

N∑

s=1

wu(us)(ys − zTs φu)2, (5)

for which a unique closed-form solution exists provided the matrix with
rows zTs corresponding to non-zero weights has full rank. The weights
are assigned as

wu(us) = W

( ||us − u||
}(u)

)
, (6)

where || · || denotes the Euclidean norm, }(u) is the bandwidth used for
the particular fitting point, and W (·) is a weight function taking non-
negative arguments. Here we follow Cleveland & Devlin (1988) and use

W (u) =

{
(1− u3)3, u ∈ [0; 1)
0, u ∈ [1;∞)

(7)

i.e. the weights are between 0 and 1. The elements of θ(u) are estimated
by

θ̂j(u) = pTd(j)(u) φ̂j(u); j = 1, . . . p, (8)

where φ̂j(u) is the WLS estimate of φu,j. The estimates of the coefficient-
functions obtained as outlined above are called local polynomial esti-
mates. For the special case where all coefficient-functions are approxi-
mated by constants we use the term local constant estimates.

If }(u) is constant for all values of u it is denoted a fixed bandwidth.
If }(u) is chosen so that a certain fraction α of the observations fulfill
||us − u|| ≤ }(u) then α is denoted a nearest neighbour bandwidth. A
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bandwidth specified according to the nearest neighbour principle is often
used as a tool to vary the actual bandwidth with the local density of the
data.

Interpolation is used for approximating the estimates of the coefficient-
functions for other values of the arguments than the fitting points. This
interpolation should only have marginal effect on the estimates. There-
fore, it sets requirements on the number and placement of the fitting
points. If a nearest neighbour bandwidth is used it is reasonable to se-
lect the fitting points according to the density of the data as it is done
when using k-d trees (Chambers & Hastie 1991, Section 8.4.2). However,
in this paper the approach is to select the fitting points on an equidis-
tant grid and ensure that several fitting points are within the (smallest)
bandwidth so that linear interpolation can be applied safely.

3 Adaptive estimation

As pointed out in the previous section local polynomial estimation can
be viewed as local constant estimation in a model derived from the orig-
inal model. This observation forms the basis of the method suggested.
For simplicity the adaptive estimation method is described as a general-
ization of exponential forgetting. However, the more general forgetting
methods described by Ljung & Söderström (1983) could also serve as a
basis.

3.1 The proposed method

Using exponential forgetting and assuming observations at time s =
1, . . . , t are available, the adaptive least squares estimate of the parame-
ters φ relating the explanatory variables zs to the response ys using the
linear model ys = zTs φ+ es is found as

φ̂t = argmin
�

t∑

s=1

λt−s(ys − zTs φ)2, (9)
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where 0 < λ < 1 is called the forgetting factor, see also (Ljung & Söder-
ström 1983). The estimate can be seen as a local constant approximation
in the direction of time. This suggests that the estimator may also be de-
fined locally with respect to some other explanatory variables ut. If the
estimates are defined locally to a fitting point u, the adaptive estimate
corresponding to this point can be expressed as

φ̂t(u) = argmin
�
u

t∑

s=1

λt−swu(us)(ys − zTs φu)2, (10)

where wu(us) is a weight on observation s depending on the fitting point
u and us, see Section 2.

In Section 3.2 it will be shown how the estimator (10) can be formulated
recursively, but here we will briefly comment on the estimator and its
relations to non-parametric regression. A special case is obtained if zs =
1 for all s, then simple calculations show that

φ̂t(u) =

∑t
s=1 λ

t−swu(us)ys∑t
s=1 λ

t−swu(us)
, (11)

and for λ = 1 this is a kernel estimator of φ(·) in ys = φ(us) + es, cf.
(Härdle 1990, p. 30). For this reason (11) is called an adaptive kernel
estimator of φ(·) and the estimator (10) may be called an adaptive local
constant estimator of the coefficient-functions φ(·) in the conditional
parametric model ys = zTs φ(us) + es. Using the same techniques as
in Section 2 this can be used to implement adaptive local polynomial
estimation in models like (1).

3.2 Recursive formulation

Following the same arguments as in Ljung & Söderström (1983) it is
readily shown that the adaptive estimates (10) can be found recursively
as

φ̂t(u) = φ̂t−1(u) + wu(ut)R
−1
u,tzt

[
yt − zTt φ̂t−1(u)

]
(12)

and

Ru,t = λRu,t−1 + wu(ut)ztz
T
t . (13)
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It is seen that existing numerical procedures implementing adaptive re-
cursive least squares for linear models can be applied, by replacing zt
and yt in the existing procedures with zt

√
wu(ut) and yt

√
wu(ut), re-

spectively. Note that zTt φ̂t−1(u) is a predictor of yt locally with respect
to u and for this reason it is used in (12). To predict yt a predictor like
zTt φ̂t−1(ut) is appropriate.

3.3 Modified updating formula

When ut is far from the particular fitting point u it is clear from (12)
and (13) that φ̂t(u) ≈ φ̂t−1(u) and Ru,t ≈ λRu,t−1, i.e. old observations
are down-weighted without new information becoming available. This
may result in abruptly changing estimates if u is not visited regularly,
since the matrix R is decreasing exponentially in this case. Hence it is
proposed to modify (13) to ensure that the past is weighted down only
when new information becomes available, i.e.

Ru,t = λv(wu(ut);λ)Ru,t−1 + wu(ut)ztz
T
t , (14)

where v(· ;λ) is a nowhere increasing function on [0; 1] fulfilling v(0;λ) =
1/λ and v(1;λ) = 1. Note that this requires that the weights span the
interval ranging from zero to one. This is fulfilled for weights generated
as described in Section 2. In this paper we consider only the linear
function v(w;λ) = 1/λ− (1/λ− 1)w, for which (14) becomes

Ru,t = (1− (1− λ)wu(ut))Ru,t−1 + wu(ut)ztz
T
t . (15)

It is reasonable to denote

λueff (t) = 1− (1− λ)wu(ut) (16)

the effective forgetting factor for point u at time t.

When using (14) or (15) it is ensured that Ru,t can not become singular
because the process {ut} moves away from the fitting point for a longer
period. However, the process {zt} should be persistently excited as for
linear ARX-models. In this case, given the weights, the estimates define
a global minimum corresponding to (10).
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3.4 Nearest neighbour bandwidth

Assume that ut is a stochastic variable and that the pdf f(·) of ut is
known and constant over t. Based on a nearest neighbour bandwidth the
actual bandwidth can then be calculated for a number of fitting points
u placed within the domain of f(·) and used to generate the weights
wu(ut). The actual bandwidth }(u) corresponding to the point u will be
related to the nearest neighbour bandwidth α by

α =

∫
�
u

f(ν)dν, (17)

where Du = {ν ∈ Rd | ||ν − u|| ≤ }(u)} is the neighbour-hood, d is
the dimension of u, and || · || is the Euclidean norm. In applications
the density f(·) is often unknown. However, f(·) can be estimated from
data, e.g. by the empirical pdf.

3.5 Effective number of observations

In order to select an appropriate value for α the effective number of
observations used for estimation must be considered. In Appendix A it
is shown that under certain conditions, when the modified updating (15)
is used,

η̃u =
1

1−E[λueff (t)]
=

1

(1− λ)E[wu(ut)]
(18)

is a lower bound on the effective number of observations (in the direction
of time) corresponding to a fitting point u. Generally (18) can be con-
sidered an approximation. When selecting α and λ it is then natural to
require that the number of observations within the bandwidth, i.e. αη̃u,
is sufficiently large to justify the complexity of the model and the order
of the local polynomial approximations.

As an example consider ut ∼ N(0, 1) and λ = 0.99 where the effective
number of observations within the bandwidth, αη̃u, is displayed in Fig-
ure 1. It is seen that αη̃u depends strongly on the fitting point u but only
moderately on α. When investigating the dependence of αη̃u on λ and α
it turns out that αη̃u is almost solely determined by λ. In conclusion, for
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the example considered, the effective forgetting factor λueff (t) will be af-
fected by the nearest neighbour bandwidth, so that the effective number
of observations within the bandwidth will be strongly dependent on λ,
but only weakly dependent on the bandwidth (α). The ratio between the
rate at which the weights on observations goes to zero in the direction of
time and the corresponding rate in the direction of ut will be determined
by α.

Fitting point (u)

-3 -2 -1 0 1 2 3

15
0

25
0

35
0 0.1

0.3
0.5
0.7
0.9

Figure 1: Effective number of observations within the bandwidth
(αη̃u(u)) for α = 0.1, . . . , 0.9 and λ = 0.99.

As it is illustrated by Figure 1 the effective number of observations be-
hind each of the local approximations depends on the fitting point. This
is contrary to the non-adaptive nearest neighbour method, cf. Section 2,
and may result in a somewhat unexpected behaviour of the estimates.
If the system follows a linear ARX-model and if the coefficients of the
system are estimated as coefficient-functions then both adaptive and non-
adaptive nearest neighbour approaches will be unbiased. However, for
this example the variance of local constant estimates will decrease for
increasing values of |u|. This is verified by simulations, which also show
that local linear and quadratic approximations results in increased vari-
ance for large |u|. Note that, when the true function is not a constant, the
local constant approximation may result in excess bias, see e.g. (Nielsen
et al. 1997).

If λ is varied with the fitting point as λ(u) = 1 − 1/(T0E[wu(ut)]) then
η̃u = T0. Thus, the effective number of observations within the band-
width is constant across fitting points. Furthermore, T0 can be inter-
preted as the memory time constant. To avoid highly variable estimates
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of E[wu(ut)] in the tails of the distribution of ut the estimates should be
based on a parametric family of distributions. However, in the remaining
part of this paper λ is not varied across fitting points.

3.6 Summary of the method

To clarify the method the actual algorithm is briefly described in this
section. It is assumed that at each time step t measurements of the
output yt and the two sets of inputs xt and ut are received. The aim is
to obtain adaptive estimates of the coefficient-functions in the non-linear
model (1).

Besides λ in (15), prior to the application of the algorithm a number of
fitting points u(i); i = 1, . . . , nfp in which the coefficient-functions are to
be estimated has to be selected. Furthermore the bandwidth associated
with each of the fitting points }(i); i = 1, . . . , nfp and the degrees of
the approximating polynomials d(j); j = 1, . . . , p have to be selected
for each of the p coefficient-functions. For simplicity the degree of the
approximating polynomial for a particular coefficient-function will be
fixed across fitting points. Finally, initial estimates of the coefficient-
functions in the model corresponding to local constant estimates, i.e.
φ̂0(u(i)), must be chosen. Also, the matrices Ru(i),0 must be chosen.
One possibility is diag(ε, . . . , ε), where ε is a small positive number.

In the following description of the algorithm it will be assumed that
Ru(i),t is non-singular for all fitting points. In practice we would just
stop updating the estimates if the matrix become singular. Under the
assumption mentioned the algorithm can be described as:

For each time step t: Loop over the fitting points u(i); i = 1, . . . , nfp
and for each fitting point:

• Construct the explanatory variables corresponding to local con-
stant estimates using (2):
zTt = [x1,tp

T
d(1)(ut) . . . xp,tp

T
d(p)(ut)].

• Calculate the weight using (6) and (7):
wu(i)(ut) = (1− (||ut−u(i)||/}(i))3)3, if ||ut−u(i)|| < }(i) and zero
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otherwise.

• Find the effective forgetting factor using (16):

λ
(i)
eff (t) = 1− (1− λ)wu(i)(ut).

• Update Ru(i),t−1 using (15):

Ru(i),t = λ
(i)
eff (t)Ru(i),t−1 + wu(i)(ut)ztz

T
t .

• Update φ̂t−1(u(i)) using (12):

φ̂t(u
(i)) = φ̂t−1(u(i)) + wu(i)(ut)R

−1
u(i),t

zt

[
yt − zTt φ̂t−1(u(i))

]
.

• Calculate the updated local polynomial estimates of the coefficient-
functions using (8):
θ̂jt(u

(i)) = pTd(j)(u
(i)) φ̂j,t(u

(i)); j = 1, . . . p

The algorithm could also be implemented using the matrix inversion
lemma as in (Ljung & Söderström 1983).

4 Simulations

Aspects of the proposed method are illustrated in this section. When
the modified updating formula (15) is used the general behaviour of the
method for different bandwidths is illustrated in Section 4.1. In Sec-
tion 4.2 results obtained using the two updating formulas (13) and (15)
are compared.

The simulations are performed using the non-linear model

yt = a(t, ut−1)yt−1 + b(t, ut−1)xt + et, (19)

where {xt} is the input process, {ut} is the process controlling the co-
efficients, {yt} is the output process, and {et} is a white noise standard
Gaussian process. The coefficient-functions are simulated as

a(t, u) = 0.3 + (0.6 − 1.5

N
t) exp

(
− (u− 0.8

N t)2

2(0.6 − 0.1
N t)2

)
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and

b(t, u) = 2− exp

(
−(u+ 1− 2

N t)
2

0.32
,

)

where t = 1, . . . , N and N = 5000, i.e. a(t, u) ranges from -0.6 to 0.9 and
b(t, u) ranges from 1 to 2. The functions are displayed in Figure 2. As
indicated by the figure both coefficient-functions are based on a Gaussian
density in which the mean and variance varies linearly with time.
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Figure 2: The time-varying coefficient-functions plotted for equidistant
points in time as indicated on the plots.

Local linear adaptive estimates of the functions a() and b() are then
found using the proposed procedure with the model

yt = a(ut−1)yt−1 + b(ut−1)xt + et. (20)

In all cases initial estimates of the coefficient-functions are set to zero
and during the initialization the estimates are not updated, for the fitting
point considered, until ten observations have received a weight of 0.5 or
larger.

4.1 Highly correlated input processes

In the simulation presented in this section a strongly correlated {ut}
process is used and also the {xt} process is quite strongly correlated. This
allows us to illustrate various aspects of the method. For less correlated
series the performance is much improved. The data are generated using
(19) where {xt} and {ut} are zero mean AR(1)-processes with poles in
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0.9 and 0.98, respectively. The variance for both series is one and the
series are mutually independent. In Figure 3 the data are displayed.
Based on these data adaptive estimation in (20) are performed using
nearest neighbour bandwidths, calculated assuming a standard Gaussian
distribution for ut.
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Figure 3: Simulated output (bottom) when xt (top) and ut (middle) are
AR(1)-processes.

The results obtained using the modified updating formula (15) are dis-
played for fitting points u = −2,−1, 0, 1, 2 in Figures 4 and 5. For the
first 2/3 of the period the estimates at u = −2, i.e. â(−2) and b̂(−2),
only gets updated occasionally. This is due to the correlation structure
of {ut} as illustrated by the realization displayed in Figure 3.

For both estimates the bias is most pronounced during periods in which
the true coefficient-function changes quickly for values of ut near the
fitting point considered. This is further illustrated by the true functions
in Figure 2 and it is, for instance clear that adaption to a(t, 1) is difficult
for t > 3000. Furthermore, u = 1 is rarely visited by {ut} for t > 3000,
see Figure 3. In general, the low bandwidth (α = 0.3) seems to result in
large bias, presumably because the effective forgetting factor is increased
on average, cf. Section 3.5. Similarly, the high bandwidth (α = 0.7) result
in large bias for u = 2 and t > 4000. A nearest neighbour bandwidth of
0.7 corresponds to an actual bandwidth of approximately 2.5 at u = 2
and since most values of ut are below one, it is clear that the estimates
at u = 2 will be highly influenced by the actual function values for u
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Figure 4: Adaptive estimates of a(u) using local linear approximations
and nearest neighbour bandwidths 0.3 (dashed), 0.5 (dotted), and 0.7
(solid). True values are indicated by smooth dashed lines.
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Figure 5: Adaptive estimates of b(u) using local linear approximations
and nearest neighbour bandwidths 0.3 (dashed), 0.5 (dotted), and 0.7
(solid). True values are indicated by smooth dashed lines.
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near one. From Figure 2 it is seen that for t > 4000 the true values at
u = 1 is markedly lower that the true values at u = 2. Together with
the fact that u = 2 is not visited by {ut} for t > 4000 this explains the
observed bias at u = 2, see Figure 6.
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Figure 6: Adaptive estimates for the example considered in Section 4.1
at t = 5000 for α = 0.3 (dashed), 0.5 (dotted), 0.7 (solid). True values
are indicated by circles and fitting points ranging from -2 to 2 in steps
of 0.2 are used.

4.2 Abrupt changes in input signals

One of the main advantages of the modified updating formula (15) over
the normal updating formula (13) is that it does not allow fast changes in
the estimates at fitting points which has not been visited by the process
{ut} for a longer period. If, for instance, we wish to adaptively estimate
the stationary relation between the heat consumption of a town and the
ambient air temperature then {ut} contains an annual fluctuation and at
some geographical locations the transition from, say, warm to cold peri-
ods may be quite fast. In such a situation the normal updating formula
(13) will, essentially, forget the preceding winter during the summer, al-
lowing for large changes in the estimate at low temperatures during some
initial period of the following winter. Actually, it is possible that, using
the normal updating formula will result in a nearly singular Rt.

To illustrate this aspect 5000 observations are simulated using the model
(19). The sequence {xt} is simulated as a standard Gaussian AR(1)-
process with a pole in 0.9. Furthermore, {ut} is simulated as an iid
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process where

ut ∼





N(0, 1), t = 1, . . . , 1000
N(3/2, 1/62), t = 1001, . . . , 4000
N(−3/2, 1/62), t = 4001, . . . , 5000

To compare the two methods of updating, i.e. (13) and (15), a fixed λ is
used in (15) across the fitting points and the effective forgetting factors
are designed to be equal. If λ̃ is the forgetting factor corresponding to
(13) it can be varied with u as

λ̃(u) = E[λueff (t)] = 1− (1− λ)E[wu(ut)],

where E[wu(ut)] is calculated assuming that ut is standard Gaussian, i.e.
corresponding to 1 ≤ t ≤ 1000. A nearest neighbour bandwidth of 0.5
and λ = 0.99 are used, which results in λ̃(0) = 0.997 and λ̃(±2) = 0.9978.

The corresponding adaptive estimates obtained for the fitting point u =
−1 are shown in Figure 7. The figure illustrates that for both methods
the updating of the estimates stops as {ut} leaves the fitting point u =
−1. Using the normal updating (13) of Rt its value is multiplied by
λ̃(−1)3000 ≈ 0.00015 as {ut} returns to the vicinity of the fitting point.
This results in large fluctuations of the estimates, starting at t = 4001.
As opposed to this, the modified updating (15) does not lead to such
fluctuations after t = 4000.

5 Further topics

Optimal bandwidth and forgetting factor: So far in this paper it
has been assumed that the bandwidths used over the range of ut is de-
rived from the nearest neighbour bandwidth α and it has been indicated
how it can be ensured that the average forgetting factor is large enough.

However, the adaptive and recursive method is well suited for forward
validation (Hjorth 1994) and hence tuning parameters can be selected
by minimizing, e.g. the root mean square of the one-step prediction er-
ror (using observed ut and xt to predict yt, together with interpolation
between fitting points to obtain θ̂t−1(ut)).
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Figure 7: Realization of {ut} (top) and adaptive estimates of a(−1)
(middle) and b(−1) (bottom), using the normal updating formula (solid)
and the modified updating formula (dotted). True values are indicated
by dashed lines.

There are numerous ways to define the tuning parameters. A simple
approach is to use (λ, α), cf. (15) and (17). A more ambiguous approach
is to use both λ and } for each fitting point u. Furthermore, tuning
parameters controlling scaling and rotation of us and the degree of the
local polynomial approximations may also be considered.

If n fitting points are used this amounts to 2n, or more, tuning parame-
ters. To make the dimension of the (global) optimization problem inde-
pendent of n and to have λ(u) and }(u) vary smoothly with u we may
choose to restrict λ(u) and }(u), or appropriate transformations of these
(logit for λ and log for }), to follow a spline basis (de Boor 1978, Lancaster
& Salkauskas 1986). This is similar to the smoothing of spans described
by Friedman (1984).

Local time-polynomials: In this paper local polynomial approxima-
tions in the direction of time is not considered. Such a method is pro-
posed for usual ARX-models by Joensen, Nielsen, Nielsen & Madsen
(1999). This method can be combined with the method described here
and will result in local polynomial approximations where cross-products
between time and the conditioning variables (ut) are excluded.
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6 Conclusion and discussion

In this paper methods for adaptive and recursive estimation in a class
of non-linear autoregressive models with external input are proposed.
The model class considered is conditionally parametric ARX-models
(CPARX-model), which is a conventional ARX-model in which the pa-
rameters are replaced by smooth, but otherwise unknown, functions of
a low-dimensional input process. These functions are estimated adap-
tively and recursively without specifying a global parametric form. One
possible application of CPARX-models is the modelling of varying time
delays, cf. (Nielsen et al. 1997).

The methods can be seen as generalizations or combinations of recursive
least squares with exponential forgetting (Ljung & Söderström 1983),
local polynomial regression (Cleveland & Devlin 1988), and conditional
parametric fits (Anderson et al. 1994). Hence, the methods constitutes
an extension to the notion of local polynomial estimation. The so called
modified method is suggested for cases where the process controlling the
coefficients are highly correlated or exhibit seasonal behaviour. The es-
timates at each time step can be seen as solutions to a range of weighted
least squares regressions and therefore the solution is unique for well be-
haved input processes. A particular feature of the modified method is
that the effective number of observations behind the estimates will be
almost independent of the actual bandwidth. This is accomplished by
varying the effective forgetting factor with the bandwidth. The band-
width mainly controls the rate at which the weights corresponding to
exponential forgetting goes to zero relatively to the rate at which the
remaining weights goes to zero.

For some applications it may be possible to specify global polynomial
approximations to the coefficient-functions of a CPARX-model. In this
situation the adaptive recursive least squares method can be applied for
tracking the parameters defining the coefficient-functions for all values
of the input process. However, if the argument(s) of the coefficient-
functions only stays in parts of the space corresponding to the possible
values of the argument(s) for longer periods this may seriously affect the
estimates of the coefficient-functions for other values of the argument(s),
as it corresponds to extrapolation using a fitted polynomial. This prob-
lem is effectively solved using the conditional parametric model in com-
bination with the modified updating formula.
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A Effective number of observations

Using the modified updating formula, as described in Section 3.3, the
estimates at time t can be written as

φ̂t(u) = argmin
�
u

t∑

s=1

β(t, s)wu(us)(ys − zTs φu)2,

where
β(t, t) = 1,

and, for s < t

β(t, s) =

t∏

j=s+1

λueff (j) = λueff (t)β(t− 1, s),

where λueff (t) is given by (16). It is then obvious to define the effective
number of observations (in the direction of time) as

ηu(t) =

∞∑

i=0

β(t, t− i) = 1 + λueff (t) + λueff (t)λueff (t− 1) + . . . (A.1)

Suppose that the fitting point u is chosen so that E[ηu(t)] exists. Conse-
quently, when {λueff (t)} is i.i.d. and when λ̄u ∈ [0, 1) denotes E[λueff (t)],
the average effective number of observations is

η̄u = 1 + λ̄u + λ̄2
u + . . . =

1

1− λ̄u
.

When {λueff (t)} is not i.i.d., it is noted that since the expectation opera-
tor is linear, E[ηu(t)] is the sum of the expected values of each summand
in (A.1). Hence, E[ηu(t)] is independent of t if {λueff (t)} is strongly
stationary, i.e. if {ut} is strongly stationary. From (A.1)

ηu(t) = 1 + λueff (t)ηu(t− 1) (A.2)

is obtained, and from the definition of covariance it then follows, that

η̄u =
1 + Cov[λueff (t), ηu(t− 1)]

1− λ̄u
≥ 1

1− λ̄u
, (A.3)

since 0 < λ < 1 and assuming, that the covariance between λueff (t) and
ηu(t − 1) is positive. Note that, if the process {ut} behaves such that
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if it has been near u for a longer period up to time t − 1 it will tend
to be near u at time t also, a positive covariance is obtained. It is the
experience of the authors that such a behaviour of a stochastic process
is often encountered in practice.

As an alternative to the calculations above λueff (t)ηu(t− 1) may be lin-

earized around λ̄u and η̄u. From this it follows, that if the variances of
λueff (t) and ηu(t− 1) are small then

η̄u ≈
1

1− λ̄u
.

Therefore we may use 1/(1 − λ̄u) as an approximation to the effective
number of observations, and in many practical applications it will be an
lower bound, c.f. (A.3). By assuming a stochastic process for {ut} the
process {ηu(t)} can be simulated using (A.2) whereby the validity of the
approximation can be addressed.
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Model output statistics applied to wind power prediction
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Abstract

Being able to predict the output of a wind farm online for a day
or two in advance has significant advantages for utilities, such
as better possibility to schedule fossil fuelled power plants and a
better position on electricity spot markets.
In this paper prediction methods based on Numerical Weather
Prediction (NWP) models are considered. The spatial resolu-
tion used in NWP models implies that these predictions are not
valid locally at a specific wind farm, furthermore, due to the non-
stationary nature and complexity of the processes in the atmo-
sphere, and occasional changes of NWP models, the deviation
between the predicted and the measured wind will be time de-
pendent. If observational data is available, and if the deviation
between the predictions and the observations exhibits systematic
behaviour, this should be corrected for; if statistical methods are
used, this approach is usually referred to as MOS (Model Output
Statistics). The influence of atmospheric turbulence intensity, to-
pography, prediction horizon length and auto-correlation of wind
speed and power is considered, and to take the time-variations
into account, adaptive estimation methods are applied.
Three estimation techniques are considered and compared, Ex-
tended Kalman Filtering, recursive least squares and a new mod-
ified recursive least squares algorithm.

Keywords: Forecasting Methods; Wind Energy; Statistical Analysis;
Performance

1Department of Wind Energy and Atmospheric Physics, Risø National Laboratory,
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1 Introduction

Several models for predicting the output from wind farms have already
been developed, some based on observations from the wind farms (Mad-
sen 1996), others based on numerical weather predictions (Landberg
1997), and again others on combination of both (Joensen, Madsen &
Nielsen 1997).

This paper describes how statistical methods, usually referred to as
model output statistics (MOS), can be used in models that combine
observations and NWP model predictions, and the approach taken here
is slightly different from the approach in (Joensen et al. 1997). The NWP
model, HIRLAM (Machenhauer 1988), is run by the Danish Meteorolog-
ical Institute (DMI). The observations, wind speed wt and power pt, are
from four sites in Denmark: The Risø mast at Risø National Laboratory,
and the Avedøre, Kappel and Østermarie wind farms.

The NWP model predicts several meteorological variables, such as tem-
perature, surface fluxes and pressure, wind speed ωt and direction θt at
31 levels/heights, see (Machenhauer 1988) for definition of the levels, and
at the surface, i.e. 10 m a.g.l. The NWP model is run four times at day,
at 00:00, 06:00, 12:00 and 18:00 UTC, and the predictions are given in 3
hourly steps 36 hours ahead.

2 Finding the right NWP model level

In (Landberg 1997) it was found that the NWP predicted wind from level
27 gave the best results when used as input to the neutral geostrophic
drag law to determine u∗, and the neutral logarithmic profile was used to
calculate the wind at hub height. It was concluded that the reason why
the stability dependant relations did not improve the results, was that the
heat fluxes were not predicted accurately enough. Since HIRLAM has
been updated several times since the investigation in (Landberg 1997),
it is reasonable to re-evaluate these results.

Based on the results in (Landberg 1997) the neutral relations are used to
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transform the NWP wind down to the surface, and the prediction per-
formance is compared to the performance of the surface wind calculated
by the NWP model. HIRLAM takes the stability into account when the
surface wind is calculated, and this comparison will therefore show if it
is advantageous to include the stability. Furthermore, in order to make
a fair comparison, the predictions should be corrected for any bias and
offset, i.e. the simple MOS model

wt+k = akωt+k + bk + εt+k (1)

where εt+k is assumed to be white noise and k is the prediction horizon,
is fitted to the observations using the least squares method.

Observations from 44, 76 and 125 m above the surface from the Risø
mast are used in the comparison, because the wind which should be used
might not be the same depending on which height above the surface it
is compared to.

To evaluate the performance of the predictions

ρ =
V AR(wt+k)−MSEk

V AR(wt+k)
(2)

is used, where V AR is the estimated variance of the observations and
MSEk is the mean square error of the predictions k hours ahead. The
interpretation of ρ is that it measures how much of the total variation in
the observations is explained by the predictions, i.e. a value of 1 means
that the predictions are perfect and 0 means that predictions are useless.

Figure 1 shows the results for each model height and each prediction
horizon compared to the 44 m observations at the Risø mast. It is clearly
seen that for all prediction horizons the best result is obtained using the
surface wind, and the corresponding figures for the 76 and 125 m show
the same results. The conclusion is therefore that it is advantageous to
take the stability into account, and hence the surface wind calculated by
the NWP model should be used.
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Figure 1: Performance for various NWP model levels

3 Wind direction dependency

Due to the spatial resolution of any NWP model it should be expected
that some kind of wind direction dependant fine tuning to a specific site
should be possible. One way to do this fine tuning is to apply a MOS
model

wt+k = ak(θt+k)ωt+k + bk(θt+k) + εt+k (3)

From a physical point of view the adjustment due to the topography
should be a wind direction dependant factor, but this model also in-
cludes a wind direction dependant offset. The reason for this is purely
statistical, e.g. if the prediction accuracy of the NWP model is not the
same for all directions the inclusion of the offset will increase the perfor-
mance.

Local regression (Hastie & Tibshirani 1993) has been used to estimate the
coefficient functions in (3). When using this method it has been assumed
that for a given wind direction sector the coefficient functions are well
approximated by second order polynomials. Using the terminology of
local regression, the nearest neighbour bandwidth was chosen to include
40% of the observations at each fitting point. A physical way to take
the topography into account is to perform a high resolution analysis of
the site and the surroundings, and use this analysis to correct the NWP
wind for local topography effects, which obviously are not included by the
NWP model resolution. To see if this is advantageous the NWP surface
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wind has been corrected by matrixes calculated by WAsP (Mortensen,
Landberg, Troen & Petersen 1993).

Again Risø mast data from the last half of 1997 and first half of 1998
has been used for the estimation, while validation was performed with
data from the last half of 1998. In order to make a fair comparison, the
MOS model (1) has been applied after the WAsP correction, and the
performance has also been calculated for the MOS model applied to the
raw NWP surface predictions.

Surprisingly, Figure 2 shows that the performance of the WAsP corrected
forecast is worse than without, although the difference is only minor. The
reason is most likely that the physical assumptions behind WASP are not
satisfied when WAsP is used for predictions of wind speed and direction
which contain errors. Nevertheless, it seems as if there is some depen-
dency on the topography, because the statistical correction (3) improves
the performance, but this is not the only reason. This follows from the
fact that the wind speed distribution depends on the wind direction, i.e.
the wind speed in Denmark is usually higher when coming from west
compared to e.g. north or east. This is a feature of the overall flow, and
can not be prescribed to the local topography. Because the wind speed
is not perfectly predicted by the NWP model this is incorporated by the
wind direction dependent offset in (3).

0 6 12 18 24 30 36
0.50

0.55

0.60

0.65

0.70

0.75

0.80

 No correction
 Statistical correction

 WAsP correctio

P
er

fo
rm

a
nc

e 
 ρ

Prediction horizon k [hour]

Figure 2: Performance for direction dependent models
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4 Diurnal variation

Surprisingly, as seen in Figure 2, it seems easier to predict e.g. 6 hours
ahead than 3 hours ahead. The reason is that the prediction horizon k
aliases with the time of day, and therefore, as shown in Figure 3, with
the diurnal variation in the wind speed/atmospheric stability. This is
because the NWP model is update 4 times a day, hence odd prediction
horizons correspond to the following times of day: 03:00, 09:00, 15:00 and
21:00, and even horizons correspond to: 00:00, 06:00, 12:00 and 18:00.
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Figure 3: Diurnal variation

Furthermore, Figure 3 is only based on measurements from the 1998 sum-
mer period, for latitudes like those of Denmark, there is also an annual
variation in the diurnal variation (Nielsen, Joensen, Madsen, Landberg
& Giebel 1999). When the data used for the estimation is not from the
same seasons of the year as the data used for the validation, which is
the case in Section 3, the parameters of (3) become biased towards the
diurnal variation in that specific period. This is the main reason for the
effect seen in Figure 2.

5 Adaptive estimation

In the previous sections only wind speed models have been considered,
we now turn to wind power models which are slightly more complicated
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due to the non-linear relation between the wind speed and the power.

Furthermore, due to the non-stationary nature of the atmosphere, it must
be expected that the parameters of a MOS model will be time-varying.
Hence adaptive estimation methods are considered. Two widely used
methods for this purpose is Kalman filtering and recursive least squares,
see (Ljung & Söderström 1983) and the references therein. The key idea
behind these methods is the same, which is to discard old information as
new becomes available, or to be more specific, the methods slide a time-
window of a specific width over the observations, where only the newest
observations are seen. This approach has its drawbacks and advantages.
If the true system is non-stationary and if this non-stationarity is not
described by the model, the approach implies that the model adapts to
the current state of the underlying system. But, on the other hand,
because less observations are used to determine the parameters of the
model, the parameters might become poorly determined, resulting in
large parameter and prediction variance. The optimal model choice is
therefore a model which balances simplicity and flexibility.

5.1 Extended Kalman filter

One way to simplify the model for predicting the power is, to in some way,
include a known relation between wind speed and direction and power,
i.e. the power curve, in the model that is to be estimated adaptively.
One solution is to apply the model

pt+k = akpow(bkωt+k + ck, θt+k) + dkpt + lk + εt+k (4)

where pow(·, ·) is the wind farm power curve derived by the PARK ap-
plication (Sanderhoff 1993). See (Landberg 1998) for a similar analysis.
The reason for the scaling of the NWP wind speed inside the power curve
comes from the observation that the ratio between the measured wind
speed and the NWP wind speed is different from one and time depen-
dent. The constant inside the power curve lets the estimation determine
the cut-in and cut-out wind speeds. The observed power at time t is
include because for short prediction horizon the power observations are
auto-correlated (Nielsen et al. 1999), this is also the reason for including
the scaling of the power curve, because for short horizons more empha-
sis will be on the auto-correlation, i.e. pt, and for larger horizons more
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weight will be put on the NWP and hence the power curve. Because this
model is not linear in the parameters, the Extended Kalman Filter has
been used for the estimation in this model.

5.2 Recursive least squares

A way to avoid the non-linearity is to use a polynomial approximation
of the power curve, i.e.

pt+k = akωt+k + bkω
2
t+k + ckω

3
t+k + dkpt + lk + εt+k (5)

This model has the same number of parameters as model (4), but it
does not incorporate any knowledge about the wind farm power curve,
apart from the fact that most power curves are very well approximated
by a third order polynomial in the wind speed. The parameters of this
model have been estimated using the standard recursive least squares
algorithm.

5.3 Recursive local regression

So far we have not mentioned how the parameters in the MOS models
depend on the prediction horizon. Actually we have just estimated one
set of parameters for each prediction horizon. Addressing the variance
problem of the Kalman Filter and the usual recursive least squares al-
gorithm, it might be advantageous to make assumptions about how the
parameters depend on k. Furthermore, in Section 3 and 4 it was shown
that the NWP model predicted wind direction improved the performance
for the wind speed predictions, and that there was an aliasing effect with
the time of day/atmospheric stability, caused by the update frequency
of the NWP model. To take all these findings into account the following
model is proposed

pt+k = a(k, θt+k, tday)ωt+k + b(k, θt+k, tday)ω2
t+k+

c(k, θt+k, tday)ω3
t+k + d(k, θt+k, tday)pt+

m(k, θt+k, tday) + εt+k

(6)
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This model is similar in structure to (5) except that the parameters/
coefficients now are assumed to be functions of the prediction horizon,
the wind direction and the time of day.

To take the stability into account it was found sufficient to estimate two
sets of coefficient functions, one set for the following times of day: 00:00,
03:00, 06:00, and 21:00, i.e. mainly neutral/stable conditions, and one set
for the times: 09:00, 12:00, 15:00, 18:00, i.e. mainly unstable conditions.
For the wind direction and the prediction horizon, the approach described
in (Nielsen, Nielsen, Joensen, Madsen & Holst 1998) have been used
for the estimation of the coefficient functions. This approach is best
described as recursive local regression, and it is an extension of the usual
recursive least squares algorithm, where the functional shape is found
by estimating the parameters locally over a grid spanning the variables,
e.g. for a given wind direction θ in the grid, only observations close to
this direction are used when the value of the coefficient function for this
particular value of θ is estimated.

In the actual estimation the coefficient functions were estimated in a
fine grid spanning the NWP model predicted wind direction, using a
fixed bandwidth of 100 Deg, and for the prediction horizon an increasing
bandwidth was used, i.e. for the 3 hour prediction a bandwidth spanning
only the 3 hour prediction was used, increasing to a bandwidth spanning
the 12 hour up to the 36 hour prediction for the 36 hour prediction, this
choice reflects the fact the variation of the parameters with the prediction
horizon was found to be small for large prediction horizons.

When only one set of coefficient functions were estimated for all times of
day, the assumption about the variation of the coefficient functions with
k failed, because in this case a 6 hourly variation is introduced in the
coefficient functions with k.

Because some wind directions are rare it was found important to use
a different degree of time adaptation depending on the wind direction
(Nielsen et al. 1998). For frequent wind directions the optimal time
window was found to be about 2-3 months, while for rare wind direction
it was not to use any adaptation at all. This indicates that the variation
of the coefficient functions with the wind direction is larger than the
time-variation.
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6 Results

Figure 4 shows the performance for the three adaptive approaches that
have been described in the previous sections. It clearly seen that model
(6) gives the best results, the non-linear model (4) and the linear model
(5) are close in performance, neither model performs best on all pre-
diction horizons, but overall the linear model seems to perform best.
This suggests that the polynomial approximation of the power curve is
adequate.

0 6 12 18 24 30 36
0.3

0.4

0.5

0.6

0.7

0.8 Avedøre wind farm

 Recursive local regression
 Extended Kalman filte
 Recursive least squares

P
er

fo
rm

an
ce

  ρ

Prediction horizon k [hour]

Figure 4: Performance of adaptive approaches

Figure 5 shows the prediction performance of model (6) for the three
wind farms, and it is seen that there is a pronounced variation in the
performance for the individual wind farms, which can be due to many
factors, e.g. the NWP model accuracy depends on the specific location,
or another factor that might be of importance in this study is that the
quality of the observations from the wind farms was rather poor, about
30 % of the observations were missing.

7 Summary

In this paper various MOS approaches have been proposed for wind
power prediction models, which are based on numerical weather pre-
dictions and observations.
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Figure 5: Performance for various wind farms

Three estimation methods have been considered: Extended Kalman fil-
tering, recursive least squares and a new modified recursive least squares
algorithm. The results indicate that the best MOS approach, is one
which takes the wind direction, the time of day, the prediction hori-
zon, and auto-correlation of the observations into account when using
a wind speed polynomial approximation of the power curve to predict
the future power from a wind farm. Furthermore it was found that
the surface wind from the NWP model, which in this case is HIRLAM
(Machenhauer 1988), should be used.
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Tracking time-varying parameters with local regression

Alfred Joensen1,2, Henrik Madsen1,
Henrik Aa. Nielsen1, and Torben S. Nielsen1

Abstract

This paper shows that the recursive least squares (RLS) algorithm
with forgetting factor is a special case of a varying-coefficient
model, and a model which can easily be estimated via simple local
regression. This observation allows us to formulate a new method
which retains the RLS algorithm, but extends the algorithm by
including polynomial approximations. Simulation results are pro-
vided, which indicates that this new method is superior to the
classical RLS method, if the parameter variations are smooth.

Keywords: Recursive estimation; varying-coefficient; conditional para-
metric; polynomial approximation; weighting functions.

1 Introduction

The RLS algorithm with forgetting factor (Ljung & Söderström 1983) is
often applied in on-line situations, where time variations are not modeled
adequately by a linear model. By sliding a time-window of a specific
width over the observations where only the newest observations are seen,
the model is able to adapt to slow variations in the dynamics. The width,
or the bandwidth ~, of the time-window determines how fast the model
adapts to the variations, and the most adequate value of ~ depends on
how fast the parameters actually vary in time. If the time variations are
fast, ~ should be small, otherwise the estimates will be seriously biased.
However, fast adaption means that only few observations are used for
the estimation, which results in a noisy estimate. Therefore the choice
of ~ can be seen as a bias/variance trade off.

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark

2Department of Wind Energy and Atmospheric Physics, Risø National Laboratory,
DK-4000 Roskilde, Denmark
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In the context of local regression (Cleveland & Devlin 1988) the parame-
ters of a linear model estimated by the RLS algorithm can be interpreted
as zero order local time polynomials, or in other words local constants.
However, it is well known that polynomials of higher order in many cases
provide better approximations than local constants. The objective of this
paper is thus to illustrate the similarity between the RLS algorithm and
local regression, which leads to a natural extension of the RLS algorithm,
where the parameters are approximated by higher order local time poly-
nomials. This approach does, to some degree, represent a solution to the
bias/variance trade off. Furthermore, viewing the RLS algorithm as lo-
cal regression, could potentially lead to development of new and refined
RLS algorithms, as local regression is an area of current and extensive re-
search. A generalisation of models with varying parameters is presented
in (Hastie & Tibshirani 1993), and, as will be shown in this paper, the
RLS algorithm is an estimation method for one of these models.

Several extensions of the RLS algorithm have been proposed in the lit-
erature, especially to handle situations where the parameter variations
are not the same for all the parameters. Such situations can be handled
by assigning individual bandwidths to each parameter, e.g. vector for-
getting, or by using the Kalman Filter (Parkum, Poulsen & Holst 1992).
These approaches all have drawbacks, such as assumptions that the pa-
rameters are uncorrelated and/or are described by a random walk. Poly-
nomial approximations and local regression can to some degree take care
of these situations, by approximating the parameters with polynomials
of different degrees. Furthermore, it is obvious that the parameters can
be functions of other variables than time. In (Nielsen, Nielsen, Madsen
& Joensen 1999) a recursive algorithm is proposed, which can be used
when the parameters are functions of time and some other explanatory
variables.

Local regression is adequate when the parameters are functions of the
same explanatory variables. If the parameters depend on individual ex-
planatory variables, estimation methods for additive models should be
used (Fan, Hardle & Mammen 1998, Hastie & Tibshirani 1990). Unfor-
tunately it is not obvious how to formulate recursive versions of these
estimation methods, and to the authors best knowledge no such recursive
methods exists. Early work on additive models and recursive regression
dates back to (Holt 1957) and (Winters 1960), which developed recursive
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estimation methods for models related to the additive models, where in-
dividual forgetting factors are assigned to each additive component, and
the trend is approximated by a polynomial in time.

2 The varying-coefficient approach

Varying-coefficient models are considered in (Hastie & Tibshirani 1993).
These models can be considered as linear regression models in which the
parameters are replaced by smooth functions of some explanatory vari-
ables. This section gives a short introduction to the varying-coefficient
approach and a method of estimation, local regression, which becomes
the background for the proposed extension of the RLS algorithm.

2.1 The model

We define the varying-coefficient model

yi = zTi θ(xi) + ei; i = 1, . . . , N, (1)

where yi is a response, xi and zi are explanatory variables, θ(·) is a
vector of unknown but smooth functions with values in R, and N is the
number of observations. If ordinary regression is considered ei should
be identically distributed (i.d.), but if i denotes at time index and zTi
contains lagged values of the response variable, ei should be independent
and identically distributed (i.i.d).

The definition of a varying-coefficient model in (Hastie & Tibshirani
1993) is somewhat different than the one given by Eq. 1, in the way
that the individual parameters in θ(·) depend on individual explanatory
variables. In (Anderson, Fang & Olkin 1994), the model given by Eq. 1
is denoted a conditional parametric model, because when xi is constant
the model reduces to an ordinary linear model
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2.2 Local constant estimates

As only models where the parameters are functions of time are consid-
ered, only xi = i is considered in the following. Estimation in Eq. 1
aims at estimating the functions θ(·), which in this case are the one-
dimensional functions θ(i). The functions are estimated only for distinct
values of the argument t. Let t denote such a point and θ̂(t) the estimated
coefficient functions, when the coefficients are evaluated at t.

One solution to the estimation problem is to replace θ(i) in Eq. 1 with
a constant vector θ(i) = θ and fit the resulting model locally to t, using
weighted least squares, i.e.

θ̂(t) = arg min
θ

t∑

i=1

wi(t)(yi − zTi θ)2. (2)

Generally, using a nowhere increasing weight function W : R0 → R0 and
a spherical kernel the actual weight wi(t) allocated to the ith observation
is determined by the Euclidean distance, in this case |i− t|, as

wi(t) = W

( |i− t|
~(t)

)
. (3)

The scalar ~(t) is called the bandwidth, and determines the size of the
neighbourhood that is spanned by the weight function. If e.g. ~(t) is
constant for all values of t it is denoted a fixed bandwidth. In practice,
however, also the nearest neighbour bandwidth, which depends on the
distribution of the explanatory variable, is used (Cleveland & Devlin
1988). Although, in this case where xi = i, i.e. the distribution of
the explanatory variable is rectangular, a fixed bandwidth and a nearest
neighbour bandwidth are equivalent.

2.3 Local polynomial estimation

If the bandwidth ~(t) is sufficiently small the approximation of θ(t) as a
constant vector near t is good. This implies, however, that a relatively
low number of observations is used to estimate θ(t), resulting in a noisy
estimate. On the contrary a large bias may appear if the bandwidth is
large.
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It is, however, obvious that locally to t the elements of θ(t) may be better
approximated by polynomials, and in many cases polynomials will pro-
vide good approximations for larger bandwidths than local constants.
Local polynomial approximations are easily included in the method de-
scribed. Let θj(t) be the jth element of θ(t) and let pd(t) be a column
vector of terms in a d-order polynomial evaluated at t, i.e. pd(t) =
[td td−1 · · · 1]. Furthermore, introduce zi = [z1i · · · zpi]T ,

uTi,t =
[
z1ip

T
d1

(t− i) · · · zjipTdj (t− i) · · · zpipTdp(t− i)
]
, (4)

φ̂
T

(t) = [φ̂
T
1 (t) · · · φ̂Tj (t) · · · φ̂Tp (t)], (5)

where φ̂j(t) is a column vector of local constant estimates at t, i.e.

φ̂
T
j (t) = [φ̂jdj+1(t) · · · φ̂j1(t)] (6)

corresponding to zjip
T
dj

(t− i). Now weighted least squares estimation is
applied as described in Section 2.2, but fitting the linear model

yi = uTi,tφ+ ei; i = 1, . . . , t, (7)

locally to t, i.e. the estimate φ̂(t) of the parameters φ in Eq. 7 becomes a
function of t as a consequence of the weighting. Estimates of the elements
of θ(t) can now be obtained as

θ̂j(t) = pTdj (0)φ̂j(t) = [0 · · · 0 1︸ ︷︷ ︸
dj+1

]φ̂j(t) = φ̂j1(t); j = 1, . . . , p. (8)

3 Recursive least squares with forgetting factor

In this section the well known RLS algorithm with forgetting factor is
compared to the proposed method of estimation for the varying-coefficient
approach. Furthermore, it is shown how to include local polynomial ap-
proximations in the RLS algorithm.
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3.1 The weight function

The RLS algorithm with forgetting factor aims at estimating the param-
eters in the linear model

yi = zTi θ + ei (9)

which corresponds to Eq. 1 when θ(xi) is replaced by a constant vector
θ. The parameter estimate θ̂(t), using the RLS algorithm with constant
forgetting factor λ, is given by

θ̂(t) = arg min
θ

t∑

i=1

λt−i(yi − zTi θ)2. (10)

In this case the weight which is assigned to the ith observation in Eq. 10
can be written as

wi(t) = λt−i =

[
exp

(
i− t

(ln λ)−1

)]−1

=

[
exp

( |i− t|
−(lnλ)−1

)]−1

(11)

where the fact that i ≤ t in Eq. 10 is used. Now it is easily seen that
Eq. 11 corresponds to Eq. 3 with a fixed bandwidth ~(t) = ~ = −(lnλ)−1,
which furthermore shows how the bandwidth and the forgetting factor
are related. By also comparing Eq. 9 and Eq. 1 it is thus verified that
the RLS algorithm with forgetting factor corresponds to local constant
estimates in the varying-coefficient approach, with the specific choice
Eq. 11 of the weight function.

3.2 Recursive local polynomial approximation

The RLS algorithm is given by (Ljung & Söderström 1983)

R(t) =
t∑

i=1

λt−iztzTt = λR(t− 1) + ztz
T
t , (12)

θ̂(t) = θ̂(t− 1) + R−1(t)zt

[
yt − zTt θ̂(t− 1)

]
, (13)

with initial values

R−1(0) = αI, θ(0) = 0,
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where α is large (Ljung & Söderström 1983). Hence, the recursive al-
gorithm is only asymptotically equivalent to solving the least squares
criteria Eq. 10, which on the other hand does not give a unique solution
for small values of t.

In Section 2.3 it was shown how to include local polynomial approxi-
mation of the parameters in the varying-coefficient approach, and that
this could be done by fitting the linear model Eq. 7 and calculating the
parameters from Eq. 8. It is thus obvious to use the same approach in
an extension of the RLS algorithm, replacing z t by ui,t. However, the
explanatory variable ui,t is a function of t, which means that as we step
forward in time,

R(t− 1) =

t−1∑

i=1

λt−1−iui,t−1u
T
i,t−1

can not be used in the updating formula for R(t), as R(t) depends on ui,t.
To solve this problem a linear operator which is independent of t, and
maps pdj (s) to pdj (s + 1) has to be constructed. Using the coefficients
of the relation

(s+ 1)d = sd + dsd−1 +
d(d− 1)

2!
sd−2 + · · ·+ 1. (14)

it follows that

pdj (s+ 1) =




1 dj
dj(dj−1)

2!
(dj−1)(dj−2)

3! · · · 1

0 1 dj − 1
(dj−1)(dj−2)

2! · · · 1
1 dj − 2 · · · 1

1
...

. . .
...

0 · · · · · · 1







sdj

sdj−1

...
1




(15)
= Ljpdj (s)

Since Lj is a linear operator it can be applied directly to ui,t = Lui,t−1,
where

L =




L1 0 0 0 0
0 L2 0 0 0
...

...
0 . . . . . . Lp


 (16)
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Which, when applied to the recursive calculation Eq. 12 of R(t), yields

R(t) = λLR(t− 1)LT + utu
T
t , (17)

and the updating formula for the parameters Eq. 13 is left unchanged.
The proposed algorithm will be denoted POLRLS (Polynomial RLS) in
the following.

Note that if the polynomials in Eq. 4 were calculated for the argument
i instead of t − i, then ui,t = ui,t−1, and it is seen that the recursive
calculation in Eq. 12 could be used without modification, but now there
would be a numerical problem for t→∞.

4 Simulation study

Simulation is used to compare the RLS and POLRLS algorithms. For
this purpose we have generated N = 11 samples of n = 1000 observations
from the time-varying ARX-model

yi = ayi−1 + b(i)zi + ei, ei ∈ N(0, 1),

where

a = 0.7, b(i) = 5 + 4 sin

(
2π

1000
i

)
, zi ∈ N(0, 1).

The estimation results are compared using the sample mean of the mean
square error (MSE) of the deviation between the true and the estimated
parameters

MSEa = 1
N−1

N∑
j=2

{
1

n−s+1

n∑
i=s

(a− â(i))2

}

MSEb = 1
N−1

N∑
j=2

{
1

n−s+1

n∑
i=s

(b(i)− b̂(i))2

}

and the sample mean of the MSE of the predictions

MSEp =
1

N − 1

N∑

j=2

{
1

n− s+ 1

n∑

i=s

(yi − â(i− 1)yi−1 − b̂(i− 1)zi)
2

}
.

(18)
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Only observations for which i ≥ s = 350 > max(~opt), where ~opt is the
optimal bandwidth, are used in the calculation of the MSE, to make sure
that the effect of the initialisation has almost vanished. The observations
used for the prediction in Eq. 18, has not been used for the estimation
of the parameters, therefore the optimal bandwidth, ~opt, can be found
by minimizing Eq. 18 with respect to the bandwidth ~, i.e. forward
validation. The optimal bandwidth is found using the first sample, j = 1,
the 10 following are used for the calculation of the sample means.

The POLRLS method was applied with two different sets of polyno-
mial orders. The results are shown in Figure 1 and Table 1. Obviously,
knowing the true model, a zero order polynomial approximation of a
and a second order polynomial approximation of b, should be the most
adequate choice. In a true application such knowledge might not be
available, i.e. if no preliminary analysis of data is performed. Therefore,
a second order polynomial approximation is used for both parameters,
as this could be the default or standard choice. In both cases the POL-
RLS algorithm performs significantly better than the RLS algorithm,
and, as expected, using a second order approximation of a increases the
MSE because in this case the estimation is disturbed by non-significant
explanatory variables.

Method Pol. order ~opt MSEp MSEa MSEb
POLRLS d1 = 2, d2 = 2 62 1.0847 0.0024 0.0605
POLRLS d1 = 0, d2 = 2 57 1.0600 0.0005 0.0580

RLS d1 = 0, d2 = 0 11 1.1548 0.0044 0.0871

Table 1: MSE results using the RLS and POLRLS algorithms.

In the figure it is seen, that it is especially when the value of b(i) is small,
that the variance of â is large. In this case the signal to noise ratio is low,
and the fact that a larger bandwidth can be used in the new algorithm,
means that the variance can be significantly reduced. Furthermore, it is
seen that the reduction of the parameter estimation variance is greater
for the fixed parameter than the time varying parameter. The reason
for this is that the optimal bandwidth is found by minimising the MSE
of the predictions, and bias in the estimate of b contributes relatively
more to the MSE than variance in the estimate of a, i.e. the optimal
value of ~ balances bias in the estimate of b and variance in the estimate
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Figure 1: Estimated parameter trajectories. The first row shows the
trajectories from the RLS algorithm, the second row shows the result
from the POLRLS algorithm where a has been approximated by a zero
order polynomial, and b by a second order polynomial.

of a. When a second order polynomial is used instead of a zero order
polynomial, for the estimation of b, it is possible to avoid bias even when
a significantly larger bandwidth is used.

5 Summary

In this paper the similarity between the varying-coefficient approach
and the RLS algorithm with forgetting factor has been demonstrated.
Furthermore an extension of the RLS algorithm, along the lines of the
varying-coefficient approach is suggested. Using an example it is shown
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that the new algorithm leads to an significantly improvement of the es-
timation performance, if the variation of the true parameters is smooth.
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A Semi-parametric approach for decomposition of
absorption spectra in the presence of unknown

components

Payman Sadegh1, Henrik Aalborg Nielsen1 and Henrik Madsen1

Abstract

Decomposition of absorption spectra using linear regression has
been proposed for calculating concentrations of mixture com-
pounds. The method is based on projecting the observed mixture
spectrum onto the linear space generated by the reference spec-
tra that correspond to the individual components comprising the
mixture. The computed coefficients are then used as estimates
for concentration of the components that comprise the mixture.
Existence of unknown components in the mixture, however, intro-
duces bias on the obtained concentration estimates. We extend
the usual linear regression model to an additive semi-parametric
model to take the unknown component into account, estimate
the absorption profile of the unknown component, and obtain
concentration estimates of the known compounds. A standard
back-fitting method as well as a mean weighted least squares cri-
terion are applied. The techniques are illustrated on simulated
absorption spectra.

Keywords: Parameter estimation, non-parametric methods, unbiased
estimates, chemometry, absorption spectra, additive models, semi-para-
metric models, mean weighted least squares, back-fitting.

1 Introduction

Chemometric spectroscopy is a simple way for examination of gases and
liquids. UV examination of wastewater for instance has been proposed
for quality control purposes (Thomas, Theraulaz & Suryani 1996). The
technique is based on the analysis of the absorption spectrum obtained

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark



128 Paper F

from the sample of interest. Depending on the concentrations of com-
prising compounds, the spectral absorption of the mixtures vary at dif-
ferent wavelengths. This information may in principle be used to encode
the concentration of an existing compound, given information about the
absorption pattern of the compound of interest. The functional depen-
dency of absorption spectra upon concentrations and absorption spectra
of comprising compounds is in general unknown. Several simple models
have been proposed, most notably, a linear regression model (Gallot &
Thomas 1993). In this model, it is assumed that the absorption spec-
trum of a mixture is a linear combination of absorption spectra of the
comprising compounds where each coefficients determines the concen-
tration of the corresponding compound. Hence, if spectral absorption
measurements are performed at minimum p wavelengths, where p is the
number of existing compounds, the concentrations may be estimated by
the least squares technique (Gallot & Thomas 1993). The technique fails
when unknown compounds are present. Even though, it is not of interest
to estimate the concentration of the unknown components, the presence
of such will introduce bias on the concentration estimates for the known
ones unless the spectrum of the unknown component is orthogonal to the
spectra of the known ones. Such a situation is unlikely to occur for most
decomposition problems of interest in chemometry. We propose a semi-
parametric model to account for the presence of unknown compounds.
We apply both a standard back-fitting method for estimation in additive
models and a novel technique based on a mean weighted least squares
criterion (MWLS). MWLS provides a promising easy way to embed prior
information into kernel estimation schemes. While kernel estimation of a
function at N data points may be regarded as N independent weighted
least squares problems, the MWLS combines the N optimization prob-
lems into one. The advantage is that any global information about the
behavior of the process may be imposed as hard or soft constraints in
the resulting single optimization criterion.
The rest of the paper is organized as follows. In Section 2, we present the
semi-parametric formulation of spectral absorption decomposition prob-
lem, we review techniques from the theory of general additive models,
and introduce the MWLS technique. In Section 3, we present a simple
numerical study based on simulated data, and finally, Section 4 presents
concluding remarks.
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2 Problem formulation

Consider the problem of decomposing the observed function f(t), t ∈ T ,
into known functions fi(t), i = 1, ..., p, by estimating the parameter
θ = [θ1, · · · , θp]> of the linear regression

f(t) =

p∑

i=1

θifi(t) +R(t) + e(t), (1)

where R(t) accounts for the superposition of all unknown components
comprising f(t), and {e(t)} is a sequence of zero mean independently
distributed random variables representing the measurement noise. Dis-
regarding R(t), the usual least squares estimate of θ is given by

arg min
θ

∑

t∈T
[f(t)−

p∑

i=1

θifi(t)]
2. (2)

where T = {t1, · · · , tN} is the set of N sampled observations. Inserting
f(t) from (1) in the solution to (2) shows that the bias on the least
squares estimate is given by

(X>X)−1X>



R(t1)

...
R(tN )




where

X =




f1(t1) . . . fp(t1)
f1(t2) . . . fp(t2)

...
...

...
f1(tN ) . . . fp(tN )


 .

Hence depending on R(t), the bias might be arbitrarily large.

For chemometric data, the function f(t) is the measured absorption spec-
trum at various wavelengths t and fi(t) is the known absorption spec-
trum for component i. The presence of unknown components introduces
the remainder term R(t) which should be simultaneously with the co-
efficients θi estimated from data. The back-fitting algorithm (Hastie &
Tibshirani 1990) can be applied under such circumstances. Back-fitting
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is an iterative method for decomposition of a number of unknown func-
tions in an additive model. Starting from an initial guess, the algorithm
iteratively estimates each one of the functions, fixing all others to their
corresponding latest updated values. The algorithm has an explicit so-
lution for problems of the type (1), see (Hastie & Tibshirani 1990), page
118. The solution involves a smoother function for estimation of R(·)
and a weighted least squares criterion to estimate θ. Only in the case
the smoother is a spline smoother, the back-fitting can be explicitly re-
lated to an optimization criterion (Hastie & Tibshirani 1990).
Another approach, which is novel to the best of our knowledge, is based
on a mean weighted least squares criterion. The approach is particularly
appealing since its solution is explicitly related to an optimization cri-
terion which is a missing element for back-fitting using other smoothers
than splines. The MWLS approach is as follows. Consider the following
optimization

min
θ,{φ(τ)}

∑

τ∈T

∑

t∈T
wh(|t− τ |)[f(t)−

p∑

i=1

θifi(t)− q (t− τ ;φ(τ))]2, (3)

where q (t− τ ;φ(τ)) and φ(τ) respectively denote a local approximation
to R(·) around τ and its corresponding (τ -dependent) parameter and
{wh(|d|)} is a weight sequence that falls monotonically with |d|. One
typical choice for q (t− τ ;φ(τ)) is a low order polynomial in t− τ . The
weight sequence is obtained from the kernel Kh(|d|) according to

wh(|d|) =
Kh(|d|)∑
d

Kh(|d|) .

Some typical selections for the kernel Kh(|d|) are Gaussian kernel

Kh(|d|) =
1

h
√

2π
exp

(
− d2

2h2

)
,

and Epanechnikov kernel

Kh(|d|) =
3

4h

(
1− d2

h2

)
I(|d| ≤ h),

where I(|d| ≤ h) = 1 if |d| ≤ h and zero otherwise.
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The criterion (3) may be explained as follows. The optimization problem
obtained by considering the inner sum in (3) as the cost function, i.e.

min
θ,φ(τ)

∑

t∈T
wh(|t− τ |)[f(t)−

p∑

i=1

θifi(t)− q (t− τ ;φ(τ))]2, (4)

provides the usual weighted least squares problem for non-parametric
estimation of R(τ), τ ∈ T , based on the local approximation R(t) ≈ q(t−
τ ;φ(τ)) around τ . Hence a non-parametric estimate for R(τ) is obtained
by inserting the optimal value of φ(τ) in q(0;φ(τ)). In connection with
estimating θ, on the other hand, (4) is of no immediate use since the
obtained estimates of θ vary with τ . This dependency is eliminated in
(3) by the outer summation over τ . This may be thought of as restricting
the solutions to the independent optimization problems (4) to yield a
common estimate for θ.

Now assume that the local approximation q(t− τ ;φ(τ)) is linear in φ(τ),
i.e.

q (t− τ ;φ(τ)) =
m∑

i=1

φi(τ)gi(t− τ) (5)

where φ(τ) = [φ1(τ), · · · , φm(τ)]>. Let Wτ denote a diagonal N × N
matrix with the (i, i) element being equal to wh(|ti− τ |). Further denote

Xτ =




g1(t1 − τ) . . . gm(t1 − τ)
g1(t2 − τ) . . . gm(t2 − τ)

...
...

...
g1(tN − τ) . . . gm(tN − τ)


 ,

and finally Y = [f(t1), · · · , f(tN )]>.

Proposition 1 Assume that the local approximation q(t − τ ;φ(τ)) is
linear in φ(τ) (see (5)). The optimal value of θ according to (3) is equiv-
alent to the solution to the weighted least squares problem

min
θ

(Y −Xθ)>W (Y −Xθ)

where
W =

∑

τ∈T

(
Wτ −WτXτ (X

>
τ WτXτ )

−1X>τ Wτ

)
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Proof: Since φ(τ) varies with τ in (3), φ(τ) may be simply computed
by finding the optimal value of φ(τ) in (4) as a function of θ. Inserting
the optimal values for φ(τ) in (3) and collecting terms yields the desired
result.

3 Numerical example

In this section, we apply the techniques discussed earlier to a spectral
decomposition problem. Consider two absorption spectra f1(t) and f2(t)
as given in Figure 1. These spectra contain COD, TOC, TSS, and BOD
with concentrations 63, 0, 15, and 15 for f1 and 36, 12.5, 0, 11.5 for f2.
The “unknown component” is assumed to consist of concentrations of
nitrates with spectrum R(t) as illustrated in Figure 2. The spectra of
Figure 1 and Figure 2 are taken experimentally from real samples.
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Figure 1: Reference absorption spectra.

We simulate the spectrum illustrated in Figure 3 by the linear combina-
tion:

f(t) = f1(t) + f2(t) +R(t).

The least squares solution yields coefficient estimates 1.35 and 1.81 for f1
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Figure 2: Spectrum for the unknown component. The solid curve,
dashed, and dotted curves respectively represent the true spectrum, the
estimated spectrum using a mean weighted least squares criterion, and
the estimated spectrum using regular least squares.

and f2, and an estimate for R(t) as illustrated in Figure 2. These results
clearly indicate the inappropriateness of the least squares solution.

We apply the result presented in Proposition 1 where the local approx-
imators are polynomials of second order and the weights are computed
according to a unit bandwidth Gaussian kernel. The coefficients of f1

and f2 are respectively estimated to 0.91 and 0.93.

We further apply the back-fitting solution to the above estimation prob-
lem. The best result is obtained by applying spline smoother with a large
degree of freedom, yielding estimates of 1.25 and 0.73 for the coefficients
of f1 and f2 respectively. These estimates are noticeably more biased
than the MWLS solution.

Finally, we investigate the effect of measurement noise. We simulate 25
independent samples according to

f(t) = f1(t) + f2(t) +R(t) + e(t)

where {e(t)} is a sequence of i.i.d. N(0, 0.0012) random variables, and
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Figure 3: Simulated sample.

empirically compute mean and covariance of the concentration estimates
θ̂. These quantities are computed to

E{θ̂} =

[
0.9039
0.9306

]>
, COV {θ̂} =

[
0.0576 −0.0007
−0.0007 0.0030

]

where E{·} and COV {·} as usual denote mean value and covariance.
Numerical experimentation indicates that the estimation procedure fails
for noise variances above 0.012.

4 Discussion and conclusion

We have proposed a solution to decomposition of absorption spectra in
presence of correlated error (e.g. due to existence of unknown compo-
nents). The underlying assumption throughout the paper is a linear ad-
ditive model. We have applied both the back-fitting solution and a mean
weighted least squares criterion. Numerical experience with back-fitting
iterations for typical chemometric spectra fails due to high correlation
among data. The back-fitting method yields reasonable estimates only if
the explicit end solution of the iterations, which exists for a model linear
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in parameters, is applied. Contrary to back-fitting, the mean weighted
least squares solution is not tied to an iterative algorithm but to a well
defined optimization problem. The mean weighted least squares solu-
tion performs reasonably well for decomposition of absorption spectra
in the presence of unknown components. The solution is rather sensi-
tive to measurement noise which is again due to high correlation among
reference spectra on the one hand and high correlation between the un-
modelled error spectrum and the reference spectra on the other.

To further elaborate on the discussion above, Figure 4 on page 136 shows
a scatter-plot matrix of the wavelength and five typical absorption spec-
tra fi, i = 1, · · · , 5. The actual spectra are shown in the left column and,
with the axes swapped, in the bottom row. From these it is seem that
f2(t) and f3(t) are very similar, correspondingly the plot of f2(t) against
f3(t) shows an almost linear relation. Consequently, concentrations of
substances corresponding to these spectra will be difficult to distinguish,
i.e. the estimated concentrations will be highly correlated.

For data simulated according to some arbitrary linear combination of the
illustrated spectra and some typical spectrum for the unknown compo-
nent R(t) (simulated as a Guassian bell curve around some bandwidth),
the R-squared value is above 0.9999 when omitting R(t) from the model
and replacing it with a intercept term. This indicate that the simulated
spectrum f(t) lies almost entirely in the space spanned by the refer-
ence spectra, making estimation of R(t) difficult if f(t) is measured with
noise. Consequently, to reduce bias on the estimates of concentrations
R(t) must, to some extend which is determined by the level of noise, lie
in an other space than the one spanned by the reference spectra.

The above considerations indicate that, if possible, reference spectra
should be chosen so that (1) all explain different aspects of the unknown
spectra (as opposed to f2(t) and f3(t) above), and (2) the unknown R(t)
lies, to some extend, in an other space than the one spanned by the
reference spectra. Furthermore, measurement noise should be reduced
as much as possible, e.g. by performing several measurements on the
sample of interest and averaging.

Finally, the mean weighted least squares criterion introduced in this pa-
per has application potentials far beyond the scope of the present paper.



136 Paper F

The approach provides a simple yet powerful tool to embed “global” in-
formation about the process of interest in local estimation techniques,
hence combining the noise reduction and interpretability of global mod-
els with the generality, minimal model reliance, and convenience of non-
parametric methods. Contrast this to usual ways of embedding prior
information in non-parametric methods which concern local or smooth-
ness properties such as selection of a suitable kernel, bandwidth, and
degree of local approximators. This poses an interesting direction for
future research and forthcoming publications.
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Figure 4: Scatter-plot matrix of wavelength (t) and reference spectra
(f1(t), . . . , f5(t).
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A generalization of some classical time series tools

Henrik Aa. Nielsen1 and Henrik Madsen1

Abstract

In classical time series analysis the sample autocorrelation func-
tion (SACF ) and the sample partial autocorrelation function
(SPACF ) has gained wide application for structural identifica-
tion of linear time series models. We suggest generalizations,
founded on smoothing techniques, applicable for structural iden-
tification of non-linear time series models. A similar generaliza-
tion of the sample cross correlation function is discussed. Further-
more, a measure of the departure from linearity is suggested. It is
shown how bootstrapping can be applied to construct confidence
intervals under independence or linearity. The generalizations do
not prescribe a particular smoothing technique. In fact, when
the smoother are replaced by linear regressions the generaliza-
tions reduce to close approximations of SACF and SPACF . For
this reason a smooth transition form the linear to the non-linear
case can be obtained by varying the bandwidth of a local linear
smoother. By adjusting the flexibility of the smoother the power
of the tests for independence and linearity against specific alter-
natives can be adjusted. The generalizations allow for graphical
presentations, very similar to those used for SACF and SPACF .
In this paper the generalizations are applied to some simulated
data sets and to the Canadian lynx data. The generalizations
seem to perform well and the measure of the departure from lin-
earity proves to be an important additional tool.

Keywords: Lagged scatter plot; R-squared; Non-linear time series;
Smoothing; Non-parametric; Independence; Bootstrap.

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark
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1 Introduction

The sample autocorrelation function and the sample partial autocorre-
lation function have gained wide application for structural identification
of linear time series models. For non-linear time series these tools are
not sufficient because they only address linear dependencies.

During the last couple of decades a number of results on properties of,
and estimation and testing in, nonlinear models have been obtained.
For an overview (Priestley 1988, Tong 1990, Tjøstheim 1994) can be
consulted. However, considerable fewer results have been seen on the
problem of structural identification. Tjøstheim & Auestad (1994) have
suggested a method based on kernel estimates to select the significant
lags in a non-linear model, and Granger & Lin (1994) used the mutual
information coefficient and Kendall’s τ as generalizations of the correla-
tion coefficient and Kendall’s partial τ as a generalization of the partial
correlation coefficient. Chen & Tsay (1993) have considered a best sub-
set modelling procedure and the ACE and BRUTO algorithms, see e.g.
(Hastie & Tibshirani 1990), for identification of non-linear additive ARX
models. Recently, Lin & Pourahmadi (1998) have used the BRUTO algo-
rithm to identify the lags needed in a semi-parametric non-linear model.
Multivariate adaptive regression splines (Friedman 1991) was introduced
for modelling of non-linear autoregressive time series by Lewis & Stevens
(1991). Teräsvirta (1994) suggested a modelling procedure for non-linear
autoregressive time series in which a (parametric) smooth threshold au-
toregressive model is used in case a linear model proves to be inadequate.
For the case of non-linear transfer functions Hinich (1979) considered the
case where the impulse response function of the transfer function depends
linearly on the input process.

In this paper we suggest the new tools LDF (Lag Dependence Function),
PLDF (Partial Lag Dependence Function), and NLDF (Non-linear Lag
Dependence Function) for structural identification of non-linear time se-
ries. The tools can be applied in a way very similar to the sample au-
tocorrelation function and the sample partial autocorrelation function.
Smoothing techniques are used, but the tools are not dependent on any
particular smoother, see e.g. (Hastie & Tibshirani 1990, Chapter 3) for
an overview of smoothing techniques. For some smoothers an (almost)
continuous transition from the linear to the non-linear case can be ob-
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tained by varying the smoothing parameter. Also, smoothers applying
optimal selection of the bandwidth may be used; however, see e.g. (Chen
& Tsay 1993) for a discussion of the potential problems in applying cri-
teria such as generalized cross validation to time series data. Under a
hypothesis of independence bootstrap confidence intervals (Efron & Tib-
shirani 1993) of the lag dependence function are readily calculated, and
we propose that these can also be applied for the partial lag dependence
function. Furthermore, under a specific linear hypothesis, bootstrap-
ping can be used to construct confidense intervals for the non-linear lag
dependence function. The lag dependence function and the non-linear
lag dependence function are readily calculated in that only univariate
smoothing are needed, whereas multivariate smoothing or backfitting
are required for the application of the partial lag dependence function.

It is noted that the tools suggested does not claim to estimate any
underlying property of the stochastic process by which the data are
generated. Instead they, essentially, measure the in-sample variance
reduction of a specific model compared to a reduced model, see also
(Anderson-Sprecher 1994). The models are specified both in terms of
the lags included and the smoothers applied. The lags identified are thus
conditional on the generality of the non-linearity allowed for. Since the
size of the confidence intervals depend on the flexibility of the smoother
used it is informative to apply the tools using a range of smoothing pa-
rameters.

The tools are illustrated both by using simulated linear and non-linear
time series models, and by considering the Canadian lynx data (Moran
1953), which have attained a bench-mark status in time series literature.
Using the Canadian lynx data results very similar to those found by Lin
& Pourahmadi (1998) are obtained.

In Section 2 the study is motivated by considering a simple determin-
istic non-linear process for which the sample autocorrelation function is
non-significant. Section 3 describes the relations between multiple lin-
ear regression, correlation, and partial correlation with focus on aspects
leading to the generalization. The proposed tools are described in Sec-
tions 4, 5, and 6 and bootstrapping is considered in Section 7. Examples
of application by considering simulated linear and non-linear processes
and the Canadian lynx data (Moran 1953) are found in Section 8. In Sec-
tion 9 a generalization of the sample cross correlation function is briefly
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discussed. Finally, in Section 10 some further remarks are given.

2 Motivation

The sample autocorrelation function (Brockwell & Davis 1987), com-
monly used for structural identification in classical time series analysis,
measures only the degree of linear dependency. In fact deterministic se-
ries exists for which the sample autocorrelation function is almost zero,
see also (Granger 1983). One such example is xt = 4xt−1(1 − xt−1) for
which Figure 1 shows 1000 values using x1 = 0.8 and the corresponding
sample autocorrelation function SACF together with an approximative
95% confidence interval of the estimates under the hypothesis that the
underlying process is i.i.d. Furthermore lagged scatter plots for lag one
and two are shown. From the plot of the series and the SACF the de-
terministic structure is not revealed. However, the lagged scatter plots
clearly reveals that the series contains a non-linear dynamic dependency.
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Figure 1: The time series (top), SACF (bottom, left), xt versus xt−1

(bottom, middle), and xt versus xt−2 (bottom, right) for 1000 values
from the recursion xt = 4xt−1(1− xt−1).

In practice the series will often be contaminated with noise and it is then
difficult to judge from the lagged scatter plots whether any dependence
is present. Smoothing the lagged scatter plots will aid the interpreta-
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tion but different smoothing parameters may result in quite different
estimates. Therefore it is important to separate the variability of the
smooth from the underlying dependence.

From Figure 1 it is revealed that, in principle, xt can be regarded as a
function of xt−k for any k > 0, but k = 1 is sufficient, since xt can be
predicted exactly from xt−1 alone. This indicates that there may exist a
non-linear equivalent to the partial autocorrelation function (Brockwell
& Davis 1987) and reveals that substantial information can be obtained
by adjusting for the dependence of lag 1, . . . , k − 1 when xt and xt−k
are addressed. The sample partial autocorrelation function amounts to
a linear adjustment.

3 Preliminaries

Estimates of correlation and partial correlation are closely related to
values of the coefficient of determination (R-squared) obtained using lin-
ear regression models. The generalizations of the sample autocorrelation
function SACF and the sample partial autocorrelation function SPACF
are based on similar R-squared values obtained using non-linear models.
In this section the relations between multiple linear regression, correla-
tion, and partial correlation are presented.

Consider the multivariate stochastic variable (Y,X1, . . . , Xk). The squa-
red multiple correlation coefficient ρ2

0(1...k) between Y and (X1, . . . , Xk)

can be written (Kendall & Stuart 1961, p. 334, Eq. (27.56))

ρ2
0(1...k) =

V [Y ]− V [Y |X1, . . . , Xk]

V [Y ]
. (1)

If the variances are estimated using a maximum likelihood estimator,
assuming normality, it then follows that an estimate of ρ2

0(1...k) is

R2
0(1...k) =

SS0 − SS0(1...k)

SS0
, (2)

where SS0 =
∑

(yi −
∑
yi/N)2 and SS0(1...k) is the sum of squares of

the least squares residuals when regressing yi linearly on x1i, . . . , xki (i =
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1, . . . , N). R2
0(1...k) is also called the coefficient of determination of the

regression and can be interpreted as the relative reduction in variance
due to the regressors.

Hence it follows that when regressing yi linearly on xki the coefficient of
determination R2

0(k) equals the squared estimate of correlation between

Y and Xk, and furthermore it follows that R2
0(k) = R2

k(0).

The partial correlation coefficient ρ(0k)|(1...k−1) between Y and Xk given
X1, . . . , Xk−1 measures the extend to which, by using linear models, the
variation in Y , which cannot be explained by X1, . . . , Xk−1, can be ex-
plained by Xk. Consequently, the partial correlation coefficient is the
correlation between (Y |X1, . . . , Xk−1) and (Xk |X1, . . . , Xk−1), see also
(Rao 1965, p. 270). Using (Whitaker 1990, p. 140) we obtain

ρ2
(0k)|(1...k−1) =

V [Y |X1, . . . , Xk−1]− V [Y |X1, . . . , Xk]

V [Y |X1, . . . , Xk−1]
. (3)

For k = 1 it is readily seen that ρ2
(0k)|(1...k−1) = ρ2

0(1). If the variances are
estimated using the maximum likelihood estimator, assuming normality,
it follows that an estimate of ρ2

(0k)|(1...k−1) is

R2
(0k)|(1...k−1) =

SS0(1...k−1) − SS0(1...k)

SS0(1...k−1)
. (4)

Besides an estimate of ρ2
(0k)|(1...k−1) this value can also be interpreted as

the relative decrease in the variance when including xki as an additional
predictor in the linear regression of yi on x1i, . . . , xk−1,i. Note that (4)
may also be derived from (Ezekiel & Fox 1959, p. 193).

Interpreting R2
0(1...k), R

2
0(k), and R2

(0k)|(1...k−1) as measures of variance

reduction when comparing models (Anderson-Sprecher 1994), these can
be calculated and interpreted for a wider class of models such as smooths
and additive models. For non-linear models Kv̊alseth (1985, p. 282)
suggests the use of a statistic like the square root of (2) as what is called
“a generalized correlation coefficient or index suitable for both linear
and non-linear models”. In the remaining part of this paper “ ˜ ” will be
used above values of SS and R2 obtained from models other than linear
models.
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4 Lag dependence

Assume that observations {x1, . . . , xN} from a stationary stochastic pro-
cess {Xt} exists. It is readily shown that except for minor differences
in the denominators the estimate of the autocorrelation function in lag
k is equal to the estimate of the correlation coefficient between Xt and
Xt−k using the observations {x1, . . . , xN}. Hence, the squared SACF (k)
can be closely approximated by the coefficient of determination when re-
gressing xt linearly on xt−k, i.e. R2

0(k).

This observation leads to a generalization of SACF (k), based on R̃2
0(k)

obtained from a smooth of the k-lagged scatter plot, i.e. a plot of xt
against xt−k. The smooth is an estimate of the conditional mean fk(x) =
E[Xt |Xt−k = x]. Thus, the Lag Dependence Function in lag k, LDF (k),
is calculated as

LDF (k) = sign
(
f̂k(b)− f̂k(a)

)√
(R̃2

0(k))+ (5)

where a and b is the minimum and maximum over the observations and
the subscript “+” indicates truncation of negative values. The truncation
is necessary to ensure that (5) is defined. However, the truncation will
only become active in extreme cases. Using a local linear smoother with
a nearest neighbour bandwidth of 1/3 results in a negative R-squared
at lag 4 for the series considered in Figure 1. Due to the combination
of bandwidth and periocity at this lag the smooth obtained is in oppo-
site phase of the data. The negative R-squared is thus consistent with
the observations made by Kv̊alseth (1985) for the case of gross model
misspecification.

Due to the reasons mentioned in the beginning of this section, when f̂k(·)
is restricted to be linear, LDF (k) is a close approximation of SACF (k)
and, hence, it can be interpreted as a correlation. In the general case
LDF (k) can be interpreted as (the signed square-root of) the part of
the overall variation in xt which can be explained by xt−k. Generally,
R-squared for the non-parametric regression of xt on xt−k, R̃0(k) do not
equal R-squared for the corresponding non-parametric regression of xt−k
on xt, and consequently, unlike SACF (k), the lag dependence function is
not an even function. In this paper only causal models will be considered
and (5) will only be used for k > 0 and by definition LDF (0) will be set
equal to one.
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5 Partial lag dependence

For the time series {x1, . . . , xN} the sample partial autocorrelation func-
tion in lag k, denoted SPACF (k) or φ̂kk, is obtainable as the Yule–
Walker estimate of φkk in the AR(k) model

Xt = φk0 + φk1Xt−1 + . . .+ φkkXt−k + et, (6)

where {et} is i.i.d. with zero mean and constant variance, see also
(Brockwell & Davis 1987, p. 235). An additive, but non-linear, alter-
native to (6) is

Xt = ϕk0 + fk1(Xt−1) + . . .+ fkk(Xt−k) + et. (7)

This model may be fitted using the backfitting algorithm (Hastie & Tib-
shirani 1990), see also Section 5.1. The function fkk(·) can be inter-
preted as a partial dependence function in lag k when the effect of lags
1, . . . , k−1 is accounted for. If the functions fkj(·), (j = 1, . . . , k) are re-

stricted to be linear then f̂kk(x) = φ̂kkx and the function can be uniquely
identified by its slope φ̂kk.

However, since the partial autocorrelation function in lag k is the corre-
lation between (Xt |Xt−1, . . . , Xt−(k−1)) and (Xt−k |Xt−1, . . . , Xt−(k−1)),
the squared SPACF (k) may also be calculated as R2

(0k)|(1...k−1), based
on linear autoregressive models of order k−1 and k. Using models of the
type (7) SPACF (k) may then be generalized using an R-squared value
obtained from a comparison of models (7) of order k − 1 and k. This
value is denoted R̃2

(0k)|(1...k−1) and we calculate the Partial Lag Depen-

dence Function in lag k, PLDF (k), as

PLDF (k) = sign
(
f̂kk(b)− f̂kk(a)

)√
(R̃2

(0k)|(1...k−1))+. (8)

When (7) is replaced by (6) PLDF (k) equals SPACF (k). As for
LDF (k), generally, PLDF (k) cannot be interpreted as a correlation.
However, PLDF (k) can be interpreted as (the signed square-root of) the
relative decrease in one-step prediction variance when lag k is included as
an additional predictor. For k = 1 the model (7) corresponding to k − 1
reduce to an overall mean and the R-squared value in (8) is thus R̃2

0(1),

whereby PLDF (1) = LDF (1) if the same smoother is used for both
functions. It can be noticed that the same relation exists between the
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partial autocorrelation function and the autocorrelation function. For
k = 0 the partial lag dependence function is set equal to one.

Except for the sign PLDF (k) may also be based on the completely gen-
eral autoregressive model

xt = gk(xt−1, . . . , xt−k) + et (9)

where g : Rk → R. However, the estimation of gk(·, . . . , ·) without other
than an assumption of smoothness is not feasible in practice for k larger
than, say, three, see also (Hastie & Tibshirani 1990). Recently, alterna-
tives to (9) has been considered by Lin & Pourahmadi (1998).

5.1 Fitting the additive models

To fit the non-linear additive autoregressive model (7) the backfitting
algorithm (Hastie & Tibshirani 1990) is suggested. However, concurvity
(Hastie & Tibshirani 1990) between the lagged values of the time series
may exist and, hence, the estimates may not be uniquely defined. By
including the lags sequentially, this is only an indication of no additional
predictive ability of the most recently included lag. For this reason it is
suggested to fit models of increasing order, starting with k = 1 and end-
ing with the highest lag K for which PLDF (k) is to be calculated. In the
calculation of the residual sum of squares only residuals corresponding
to t = K + 1, . . . , N should be used.

For the numerical examples considered in this paper local polynomial
regression (Cleveland & Devlin 1988) is used for smoothing. The con-
vergence criterion used is the maximum absolute change in any of the
estimates relative to the range of the fitted values. An iteration limit is
applied as a simple test for convergence.

For k = 1 the estimation problem reduces to local polynomial regression
and hence convergence is guaranteed. If for any k = 2, . . . ,K convergence
is not obtained, or if the residual sum of squares increases compared
to the previous lag, we put f̂jk(·) = 0, (j = k, . . . ,K) and f̂kj(·) =

f̂k−1,j(·), (j = 1, . . . , k − 1). This ensures that convergence is possible
for k + 1.
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6 Strictly non-linear lag dependence

The lag dependence function described in Section 4 measures both linear
and non-linear dependence. If, in the definition of R̃2

0(k), the sum of
squares from a overall mean SS0 is replaced by the sum of squares from
fitting a strait line to the k-lagged scatter plot, a measure of non-linearity
is obtained. In this paper this will be called the strictly Non-linear Lag
Dependence Function in lag k, or NLDF (k).

7 Confidence intervals

Smoothers usually require one or more smoothing parameters to be se-
lected, see e.g. (Hastie & Tibshirani 1990, Chapter 3). Therefore, in
principle, smoothing parameters can be selected to obtain R-squared
values arbitrarily close to one, also when the underlying process is i.i.d.
(assuming no ties are present in the data). For this reason it is important
to obtain confidence intervals for, e.g., the lag dependence function under
the hypothesis that the underlying process is i.i.d. and for a given set of
smoothing parameters. Furthermore, it is applicable to calculate a con-
fidence interval under a hypothesis of linearity for the strictly non-linear
lag dependence function. These aspects are considered in this section.

As indicated above it is clear that the range of the confidence inter-
vals will depend on the flexibility of the smoother. To detect a general
non-linearity a flexible smoother must be used whereby the range of the
confidence interval will be increased compared to the case where we are
only intrested in detecting minor depertures from linearity or departures
in the direction of near-global higher order polynomials. Thus, the band-
width of the smoother can be used to adjust the properties of the test.
It is recomended to apply the methods using a range of bandwidths and
smoothers. These aspects are exemplified in Sections 8.1 and 8.3.

Under the hypothesis that the time series {x1, . . . , xN} is observations
from an i.i.d. process the distribution of any of the quantities discussed in
the previous sections can be approximated by generating a large number
of i.i.d. time series of length N from an estimate of the density function of
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the process and recalculating the quantities for each of the generated time
series. Methods as outlined above are often denoted bootstrap methods
and in this context various approaches to the calculation of approximate
confidence intervals have been addressed extensively in the literature, see
e.g. (Efron & Tibshirani 1993). In all but one of the examples considered
in this paper the empirical density function is used. However, for short
time series it may be more appropriate to condition on a parametric form
of the density function.

7.1 Confidence limit for |LDF (k)|

Calculation of LDF (k) involves only scatter plot smoothing and, thus, it
is faster to calculate than, e.g., PLDF (k). For this reason we shall first
consider LDF (k) for some range k = 1, . . . ,K. For an i.i.d. process it
is obvious that the distribution of LDF (k) will depend on k only due to
the fact that k affects the number of points on the k-lagged scatter plot.
Hence, when k � N the distribution of LDF (k) under the hypothesis of
independence is approximately independent of k.

The sign in the definition of LDF (k) is included only to establish an
approximate equality with SACF (k) when linear models are used and
to include information about the sign of the average value of the slope.
When the observations originates from an i.i.d. process LDF (k) will
be positive with probability 1/2. Consequently, when the smoother is
flexible enough the null-distribution of LDF (k) will be bimodal, since in
this case R̃2

0(k) will be strictly positive. The most efficient way of handling
this problem is to base the bootstrap calculations on the absolute value
of LDF (k). Hence, an upper confidence limit on |LDF (k)| is to be
approximated.

Below the standard, percentile, and BCa methods, all defined in (Efron
& Tibshirani 1993, Chapters 13 and 14), will be briefly discussed. For
the series considered in Figure 1 the LDF (k) were calculated for k ≤
12 using a local linear smoother and a nearest neighbour bandwidth
of 1/3. The result is shown in Figure 2a together with 95% bootstrap
confidence limits calculated separately for each lag and based on 1000
bootstrap replicates, generated under the hypothesis of independence.
The BCa limit could not be calculated for lags 1 to 4, since all the
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bootstrap replicates were either smaller or larger than the actual value
of |LDF (k)|. Results corresponding to Figure 2a when the true process is
standard Gaussian i.i.d. are shown in Figure 2b. For practical purposes
an equality of the standard and percentile methods are observed (no
difference is visible on the plots), whereas the results obtained using
the BCa method is highly dependent on the lag through the value of
|LDF (k)|. Hence, the BCa method cannot be used when the confidence
limit is only calculated for one lag and used for the remaining lags as
outlined above. The high degree of correspondence between the standard
and percentile method indicates that sufficient precision can be obtained
using the standard method on fever bootstrap replicates. This is highly
related to the approximate normality of |LDF (k)| and it is suggested
that this is investigated for each application before a choice between the
standard and percentile method is made.

The underlying model of the BCa method assumes that the estimate in
question may be biased and that the variance of the estimate depends
linearly on an increasing transformation of the true parameter (Efron
& Tibshirani 1993, p. 326-8), and furthermore the estimate is assumed
to be normally distributed. The bias and the slope of the line are then
estimated from the data. With λ being the fraction of the bootstrap
replicates strictly below the original estimate, the bias is Φ−1(λ) (Φ is the
cumulative standard Gaussian distribution function). This explains why
the BCa limit is non-existing for lags 1-4 of the deterministic series. The
slope is estimated by use of the jackknife procedure (Efron & Tibshirani
1993, p. 186). It seems that, although the underlying model of the BCa

method is a superset of the underlying model of the standard method,
the estimation of bias and slope induces some additional variation in the
confidence limit obtained. As a consequence it may be advantageous to
average the BCa limits over the lags and use this value instead of the
individual values. However, the standard and percentile methods seem
to be appropriate for this application and since significant savings of
computational effort can be implemented by use of these methods it is
suggested that only these are applied on a routine basis.
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Figure 2: Absolute value of the Lag Dependence Function of the deter-
ministic series presented in Figure 1 and of 1000 observations from a
standard Gaussian i.i.d. process. The dots indicate the maximum over
the 1000 bootstrap replicates. Standard, percentile, and BCa 95% confi-
dence limits are indicated by lines (BCa dotted).
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7.2 Confidence limit for |PLDF (k)|

In Section 7.1 it is shown how bootstrapping can be used to construct an
approximative confidence limit for |LDF (k)|. There is some indication
that this limit can be used also for |PLDF (k)| if the same smoother is
used for calculation of LDF (k) and f̂k1(·), . . . , f̂kk(·) (Sections 4 and 5).

For (linear) autoregressive models of order p, with i.i.d. N(0, σ2) errors,
and fitted using N observations it holds that the residual sum of squares
is distributed as σ2χ2(N − p) (Brockwell & Davis 1987, p. 251 and 254).
We can relax the normality assumption and conclude that if the true
process is i.i.d. with variance σ2 the following approximations apply when
linear autoregressive models are used

SS0 ∼ σ2χ2(N − 1) (10)

SS0(k) ∼ σ2χ2(N − 2) (11)

SS0(1...k−1) ∼ σ2χ2(N − k) (12)

SS0(1...k) ∼ σ2χ2(N − k − 1) (13)

For N � k the distribution of all four sums of squares are approximately
equal.

For locally weighted regression Cleveland & Devlin (1988) stated that
the distribution of the residual sum of squares can be approximated by a
constant multiplied by a χ2 variable, see also (Hastie & Tibshirani 1990,
Section 3.9). Furthermore, for generalized additive models Hastie &
Tibshirani (1990, Section 8.1) uses a χ2 distribution with degrees of
freedom equal to the number of observations minus a quantity depending
on the flexibility of the smoothers used.

For these reasons we conjecture that when N � k and when the same
smoother is used for LDF (k) and PLDF (k), as outlined in the beginning

of this section, then the sum of squares SS0, S̃S0(k), S̃S0(1...k−1), and

S̃S0(1...k) will follow approximately the same distribution.

This conjecture leads to approximate equality of means and variances of
the sums of squares. Since for both LDF (k) and PLDF (k) the compared
models differ by an additive term, estimated by the same smoother in
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both cases, we also conjecture that for an i.i.d. process.

Cor[S̃S0(k), SS0] ≈ Cor[S̃S0(1...k), S̃S0(1...k−1)]. (14)

Using linearizations about the mean of the sums of squares it then follows
from the approximate equality of means that

E[|LDF (k)|] ≈ E[|PLDF (k)|], (15)

and from both conjectures that

V [|LDF (k)|] ≈ V [|PLDF (k)|]. (16)

Eqs. (15) and (16) tell us that the approximate i.i.d. confidence limit
obtained for |LDF (k)| can be used also as an approximate limit for
|PLDF (k)|. In Section 8 (Canadian lynx data) an example of the quality
of the approximation is given, and the mentioned arguments seems to be
confirmed by the bootstrap limits obtained in that example.

7.3 Confidence limit for |NLDF (k)|

Assuming a specific linear model this can be used for simulation and an
approximate bootstrap confidence limit for |NLDF (k)| can be obtained
given this model. Consequently, the alternative contains both linear
and non-linear models. To make the approach sensible the linear model
needs to be appropriately selected, i.e. using the standard time series
tools of identification, estimation, and validation. When the parametric
bootstrap is applied the procedure outlined above is an example of the
procedures considered by Tsay (1992).

Alternatively, the simulations can be performed using autocovariances
only and assuming these to be zero after a specific lag. In this case an
estimator of autocovariance must be used that ensures that the auto-
covariance function used for simulation is non-negative definite, see e.g.
(Brockwell & Davis 1987, p. 27). Note that using this approach on the
series considered in Figure 1 will, essentially, result in a test for indepen-
dence.

Hjellvik & Tjøstheim (1996) consider a similar test for linearity and
uses Akaike’s information criterion (Brockwell & Davis 1987) to select
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an appropriate AR(p)-model under which the bootstrap replicates are
generated. In (Theiler, Eubank, Longtin, Galdrikian & Farmer 1992) a
range of alternative linear null hypotheses is considered. Especially, the
random sampling in the phase spectrum described in Section 2.4.1 of this
reference seems to be a relevant linear null hypothesis.

8 Examples

8.1 Linear processes

Below it is briefly illustrated how LDF and PLDF behaves compared
to SACF and SPACF in case of simple linear processes. The AR(2)
process

Xt = 1.13Xt−1 − 0.64Xt−2 + et (17)

and the MA(2) process

Xt = et + 0.6983et−1 + 0.5247et−2 (18)

are considered, where in both cases {et} is i.i.d. N(0, 1).

Figure 3 contain plots based on 100 simulated values from (17) and (18),
respectively (the default random number generator of S-PLUS version
3.4 for HP-UX were used). Each figure show SACF and SPACF . The
remaining plots are LDF and PLDF for local linear smoothers using a
nearest neighbour bandwidth of 1.00 (2nd row), 0.50 (3rd row), and 0.1
(bottom row). 95% confidence intervals are indicated by dotted lines.
The confidence intervals obtained for LDF are included on the plots of
PLDF .

For the calculation of PLDF a convergence criterion (see Section 5.1) of
0.01 and an iteration limit of 20 is used. Standard bootstrap intervals
are calculated for LDF under the i.i.d. hypothesis using 200 replicates.
For LDF the agreement with SACF is large for nearest neighbour band-
widths 1.0 and 0.5. As expected, the range of the confidence interval in-
creases with decreasing bandwidth, and, using the smallest bandwidth,
it is almost not possible to reject the i.i.d. hypothesis, c.f. the arguments
mentioned in the beginning of Section 7.
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When a nearest neighbour bandwidth of 1.0 is used PLDF agrees well
with SPACF for the lower half of the lags, whereas PLDF is exactly
zero for most of the larger half of the lags. Similar comments apply for
nearest neighbour bandwidths 0.5 and 0.1. This is due to the function
estimates being set equal to zero when the iteration limit is reached.
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(a) AR(2) process
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(b) MA(2) process

Figure 3: Plots of autocorrelation functions and their generalizations for
100 observations from the AR(2) process (17) and the MA(2) process
(18).
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8.2 Non-linear processes

Three non-linear processes are addressed, namely (i) the non-linear au-
toregressive process (NLAR(1))

Xt =
1

1 + exp(−5Xt−1 + 2.5)
+ et, (19)

where {et} i.i.d. N(0, 0.12), and (ii) the non-linear moving average pro-
cess (NLMA(1))

Xt = et + 2 cos(et−1), (20)

where {et} i.i.d. N(0, 1) and (iii) the non-linear and deterministic process
described in Section 2, called DNLAR(1) in the following. For all three
cases 1000 observations are generated. The starting value for NLAR(1)
is set to 0.5 and for DNLAR(1) it is set to 0.8. Plots of the series
NLAR(1) andNLMA(1) are shown in Figure 4. The plot ofDNLAR(1)
is shown in Figure 1.
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Figure 4: Plots of the series NLAR(1) (top) and NLMA(1) bottom.

For the calculation of LDF , PLDF , and NLDF a local linear smoother
with a nearest neighbour bandwidth of 0.5 is used. Actually, lagged
scatter plots indicate that a local quadratic smoother should be applied,
at least for NLMA(1) and DNLAR(1), but to avoid a perfect fit for the
deterministic series a local linear smoother is used. Confidence intervals
are constructed using standard normal intervals, since normal QQ-plots
of the absolute values of the 200 bootstrap replicates showed this to be
appropriate. The confidence interval obtained for LDF is included on
the plots of PLDF .

Figure 5 shows SACF , SPACF , LDF , and PLDF for the three series.
For NLMA(1) and DNLAR(1) the linear tools, SACF and SPACF ,
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indicate independence and LDF shows that lag dependence is present.
From these observations it can be concluded that NLMA(1) and
DNLAR(1) are nonlinear processes. From the plots of LDF and PLDF
it cannot be inferred whether NLMA(1) is of the autoregressive or of
the moving average type. For DNLAR(1) the autoregressive property
is more clear since PLDF drops to exactly zero after lag two. In case
of DNLAR(1) a more flexible smoother will result in values of LDF
being significantly different from zero for lags larger than two, while,
for NLMA(1), LDF will be close to zero for lags larger than one in-
dependent of the flexibility of the smoother used. This is an indication
of DNLAR(1) being of the autoregressive type and NLMA(1) being of
the moving average type.
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Figure 5: SACF , SPACF , LDF , and PLDF (columns, left to right)
for series NLAR(1), NLMA(1), and DNLAR(1) (rows, top to bottom).

For NLAR(1) the linear tools indicate that the observations come from
an AR(1) process. This is not seriously contradicted by LDF or PLDF ,
although LDF decline somewhat slower to zero than SACF . To in-
vestigate if the underlying process is linear a Gaussian AR(1) model is
fitted to the data and this model is used as the hypothesis under which
200 (parametric) bootstrap replicates of NLDF are generated. Figure 6
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shows NLDF and a 95% standard normal interval, constructed under
the hypothesis mentioned above. A normal QQ-plot show that the ab-
solute values of the bootstrap replicates are approximately Gaussian.
From Figure 6 it is concluded that the underlying process is not the esti-
mated AR(1)-model, and based on PLDF it is thus concluded that the
observations originate from a non-linear process of AR(1) type.
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Figure 6: NLDF for NLAR(1), including a 95% confidence interval
under the assumption of an AR(1) process (dotted).

8.3 Canadian lynx data

Recently, Lin & Pourahmadi (1998) analyzed the Canadian lynx data
(Moran 1953) using non-parametric methods similar to the methods pre-
sented in this paper. The data is included in the software S-PLUS (ver-
sion 3.4 for HP-UX) and described in (Tong 1990, Section 7.2). In this
paper a thorough analysis of the data will not be presented, but the data
will be used to illustrate how the methods suggested can be applied. As
in (Lin & Pourahmadi 1998) the data is log10-transformed prior to the
analysis.

For the transformed data LDF , PLDF , and NLDF are computed using
a local quadratic smoother and nearest neighbour bandwidths of 0.5 and
1. For LDF 200 bootstrap replicates are generated under the i.i.d. hy-
pothesis and QQ-plots indicate that standard normal intervals are appro-
priate. The same apply for NLDF with the exception that the bootstrap
replicates are generated under the hypothesis that the AR(2) model of
Moran (1953), also described by Lin & Pourahmadi (1998), is true. Con-
fidence intervals are computed also for PLDF for the nearest neighbour
bandwidth of 1.0. The intervals are based one hundred bootstrap repli-
cates of PLDF generated under the i.i.d. hypothesis. QQ-plots indicate
that the percentile method should be applied to the absolute values of
PLDF .
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In Figure 7 plots of LDF , NLDF , and PLDF are shown. Dotted lines
indicates 95% confidence intervals under the i.i.d. hypothesis (LDF ) and
under the AR(2) model of Moran (1953) (NLDF ). The intervals ob-
tained for LDF are also shown on the plots of PLDF . Furthermore, for
the nearest neighbour bandwidth of 1.0, a 95% confidence interval for
white noise is included on the plot of PLDF (solid lines).
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Figure 7: Canadian lynx data (log10-transformed). Plots of LDF ,
NLDF , and PLDF using local quadratic smoothers and nearest neigh-
bour bandwidths 0.5 (top row) and 1.0 (bottom row).

From the plots of LDF it is clearly revealed that the process is not
i.i.d. The plots of NLDF for a nearest neighbour bandwidth of 0.5 show
hardly any significant values, but when a nearest neighbour bandwidth
of 1.0 is used lags two, three, and four show weak significance. This
indicates that a departure from linearity in the direction of an almost
quadratic relationship is present in the data. See also the comments
about the flexibility of smoothers in the beginning of Section 7. Finally,
the plots of PLDF clearly illustrate that lag one and two are the most
important lags and that other lags are, practically, non-significant. In
conclusion, an appropriate model seems to be a non-linear autoregressive
model containing lag one and two, i.e. a model of the type (7) with k = 2.

Estimation in this model using local quadratic smoothers and a nearest
neighbour bandwidth of 1.0 yields the results shown in Figure 8. The
response for lag one seems to be nearly linear. This aspect should be
further investigated. The results agree well with the results of Lin &
Pourahmadi (1998).



162 Paper G

2.0 2.5 3.0 3.5

-1
.5

-0
.5

0.
0

0.
5

1.
0

1.
5

Figure 8: Non-linear additive autoregressive model for the log10-
transformed Canadian lynx data (f̂21(·) solid, f̂22(·) dotted). The es-
timate of the constant term is 2.76 and the MSE of the residuals is
0.0414.

9 Lagged cross dependence

Given two time series {x1, . . . , xN} and {y1, . . . , yN} the Sample Cross
Correlation Function between processes {Xt} and {Yt} in lag k
(SCCFxy(k)) is an estimate of the correlation between Xt−k and Yt.
It is possible to generalized this in a way similar to the way LDF is
constructed. Like SCCF this generalization will be sensible to autocor-
relation, or lag dependence, in {Xt} in general. For SCCF this prob-
lem is (approximately) solved by prewhitening (Brockwell & Davis 1987,
p. 402). However, prewhitening is very dependent on the assumption
of linearity, in that it relies on the impulse response function from the
noise being independent on the level. For this reason, in the non-linear
case, it is not possible to use prewhitening and the appropriateness of
the generalization of SCCF depend on {Xt} being i.i.d.

10 Final remarks

The generalizations of the sample correlation functions reduce to their
linear counterpart when the smoothers are replaced by linear models.
Hence, if a local linear smoother is applied an almost continuous tran-
sition from linear to non-linear measures of dependence is obtainable
via the bandwidth of the smoother. It is noted that the partial lag
dependence function, and its linear counterpart, in lag k compares the
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residual sum of squares of a model containing lags 1, . . . , k relatively to
the case where lag k is omitted. When building models aimed at pre-
diction it might be more informative to use a quantity depending on
differences in residual sum of squares. Since R̃2

0(1...k) − R̃2
0(1...k−1) is the

normalized reduction in the (in-sample) one-step prediction error vari-
ance when including lag k as a predictor this quantity could be used
instead of R̃2

(0k)|(1...k−1) in (8).

Optimal bandwidth selection is not addressed in this paper. However,
the methods can still be applied in this case, but the power against
specific alternatives cannot be adjusted. Furthermore, the methods are
not restricted to the use of non-parametric methods. Any procedure of
generating fitted values uniquely identified by the lag(s) included may
be applied. However, such procedures may require special considerations
regarding confidence intervals.

If the conditional mean of the series can be modelled the methods de-
scribed in this paper can be applied to the series of squared residuals
and the conditional variance can, possibly, be addressed in this way.
This approach is similar to the approach by Tjøstheim & Auestad (1994,
Section 5).
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Wind power prediction using ARX models and neural
networks

Henrik Aalborg Nielsen1 and Henrik Madsen1

Abstract

Prediction of the wind power production at a wind farm placed
near the west coast of Denmark is considered. The wind farm
consists of 27 wind mills each with a power capacity of 225kW .
Based on previous work regarding autoregressive models with ex-
ternal signals (ARX models), models based on feed-forward neural
networks with one hidden layer are formulated. The size of the
network is determined by the Bayes Information Criterion. The
prediction performance of the selected networks are compared
with the performance of the ARX models. Furthermore the naive
predictor has been used as a reference of prediction performance.
The criterion used for evaluating the prediction performance is
the Root Mean Square of the prediction errors.
For most horizons three to four hidden units are found optimal
with respect to the Bayes Information Criterion. Comparing the
optimal neural network predictors with the ARX-based and naive
predictors it is concluded that the neural network type investi-
gated is inferior in prediction performance to the other prediction
procedures investigated. Finally neural networks with only one
hidden unit has been compared with the other prediction proce-
dures. Also these networks prove to be inferior.

Keywords: Wind power, prediction, neural networks.

1 Introduction

In Denmark wind energy is becoming of increasing importance and hence
it is important to be able to perform short term predictions of the wind

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark
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power production. Adaptive prediction procedures based on autoregres-
sive models with external signals (ARX models) have been developed
and implemented for on-line wind power prediction in the western part
of Denmark, see (ELSAM 1995). In this paper predictors based on neu-
ral networks are compared with ARX-based predictors. Furthermore the
naive predictor, which corresponds to predicting the future value as the
most resent observed value, has been used as a reference of prediction
performance. The data used is half-hourly averages of wind speed and
wind power production. Prediction horizons from 30 minutes to 3 hours
are considered.

The paper contains a brief description of the ARX models. These models
use the wind speed and a diurnal profile (representing a time-varying
mean) as inputs. The parameters of the models are estimated using the
adaptive least squares method with exponential forgetting (Ljung 1987).
The estimation method is modified in (ELSAM 1995) to handle multi-
step predictions.

A feed-forward neural network with one hidden layer has been used.
This kind of network is described in (Ripley 1993) and a software pack-
age for S-Plus is available, see (Ripley 1994). The networks considered
all use the same variables as the ARX models. In this context the poten-
tial advantage of neural networks over ARX models is a more adequate
description of any non-linear relationships between the variables. The
disadvantages are a larger number of parameters and the non-adaptive
estimation.

2 Predictors based on ARX models

In (ELSAM 1995) a careful investigation of the problem of wind power
prediction for the ELSAM (power distributor for the western part Den-
mark) area are described. Based on this investigation the following mod-
els has been implemented and used for k-step wind power predictions:

√
pt+k = µk + ak1

√
pt + bk1

√
wt + bk2wt+

ck1 sin
2πht+k

24 + ck2 cos
2πht+k

24 + ekt+k,
(1)
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where µk, ak1, bk· , and ck· are constants. The symbols pt and wt represent
average wind power production and wind speed in the interval [t− 1, t[.
ht is the 24-hour clock at time t. {ekt } is a sequence of independent
identically distributed random variables with zero mean and variance
σ2
k. One time step corresponds to 30 minutes.

The parameters of the models (1) are estimated adaptively using recur-
sive least squares with exponential forgetting, see (Ljung 1987). The
algorithm has, however, been modified in order to handle multi-step pre-
dictions. This modification consists of updating only the most resent
parameter estimate, say θ̂t−1. In order to make this feasible a pseudo
prediction of

√
pt is used in the update of parameters; this prediction is

constructed from pt−k, wt−k, ht, and θ̂t−1. See (ELSAM 1995) for further
details. A forgetting factor of 0.999, as suggested in (ELSAM 1995), is
used in this paper.

3 Neural networks

3.1 Type of neural network

A feed-forward neural network with one hidden layer and without con-
nections directly from input to output is used, see e.g. the documentation
on the software (Ripley 1994). Suppose that observations (indexed by
i) of the independent variables (indexed by j) xij and the dependent
variable yi are present. The dependence of y on x can then be modelled
by a neural network of the above type as:

yi = φo


αo +

nh∑

h=1

who φh


αh +

nj∑

j=1

wjhxij




+ ei, (2)

where w·o are the weights on the connections from the hidden layer to the
output layer, w·h are the weights on the connections from the input layer
to unit h in the hidden layer, αo is the bias on the output unit, and αh is
the bias on the hidden units. nh and nj are the No. of hidden units and
inputs, respectively. It is seen that the weights and the biases are just
parameters of the model. Considering (2) as a statistical model one would
assume that the residuals (ei) are independent identical distributed.
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The functions φh(·) and φo(·) are predefined functions associated with the
units in the hidden and output layer, respectively. Most frequently these
functions are sigmoid (also called logistic), i.e. the output of the network
is restricted to the interval ]0, 1[. This is, however, not desirable in this
application since the future output of the network is then restricted to the
range of observations in the data set used for estimating the parameters.
For this reason the output unit has been chosen to be linear, i.e. φo(z) =
z.

3.2 Estimation of parameters

The parameters (weights and biases) of the model (2) are estimated by
non-linear least-squares. The initial values of the estimates are rather
important since the minimization problem may contain local minima
due to the fact that the model is non-linear in the parameters. For
this reason each model should be estimated several times using different
initial parameter estimates.

Since it is rather difficult to suggest appropriate values it seems reason-
able to select these values at random. In this case the data has been
scaled to the interval [0, 1] (see Section 4) and according to the docu-
mentation on the software used (see Section 3.4 and (Ripley 1994)) it
should be sufficient to sample from the U(−1, 1) distribution. In spite of
this it was decided to sample from the U(−5, 5) distribution in order to
cover a wider interval of initial parameter estimates. The parameters of
each network were estimated 20 times with initial parameter estimates
chosen at random.

3.3 Selection of network size

To use a neural network it remains to decide upon the independent vari-
ables to include in the model and on the No. of hidden units. This may
be done by using some kind of information criteria. Here the Bayes In-
formation Criterion (BIC) has been used, see (Schwarz 1978). With
L∗, np, and N being the value of the likelihood in the optimum, the
No. of parameters, and the No. of observations used in the estimation,
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respectively, the criteria corresponds to chose the model so that

logL∗ − np
2

logN, (3)

is maximized. For a large class of linear time series models and other
linear models with the residuals being normally distributed the criteria
is equivalent to minimizing

BIC = N log

(
1

N

N∑

i=1

ê2
i

)
+ np logN, (4)

where êi is the prediction errors from the model (2), with the unknown
parameters replaced by the estimates. Note that êi must be based on
maximum likelihood estimates.

In this case the procedure used for estimation of the parameters (see
Section 3.2) is not a maximum likelihood procedure. Hence the above
criteria must be considered as an approximation.

It was decided to use the criteria (4) to select the appropriate No. of
hidden units only. The independent variables have been considered fixed,
see Section 4.

3.4 Software

The neural network software used is written by Professor of Applied
Statistics, B.D. Ripley, University of Oxford. The software can be ob-
tained from StatLib by anonymous ftp from lib.stat.cmu.edu. The
software is written for S-Plus and briefly described in (Ripley 1994).

The adaptive predictions have been calculated using the software Off-line
Wind Power Prediction Tool, version 1.0, see (Nielsen & Madsen 1995).

4 Variables in the models

Based on the investigation described in (ELSAM 1995) (see also Sec-
tion 2) it was decided to use the following independent variables: The
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present wind power production (pt) scaled to approximately [0, 1], the
present wind speed (wt) scaled to approximately [0, 1], 1

2 sin(2πht+k/24)+
1
2 , and 1

2 cos(2πht+k/24) + 1
2 . The wind power production k step ahead

(pt+k) scaled to approximately [0, 1] was used as the dependent variable.

5 Validation

The models have been validated using a different data set than the one
on which the selection of the No. of hidden units and the estimation of
parameters is based. This data set is called the validation set.

The neural network model selected for each prediction horizon k has
been compared with the naive k-step predictor and with the adaptive
predictor described in Section 2.

The estimation and validation set are just two parts of one time series.
Therefore it was possible to allow the adaptive predictions to settle be-
fore the validation was initiated. This method was chosen since this
corresponds to the real application.

Based on the validation set the k-step residuals (or prediction errors)
were calculated on the original scale and based on these the Root Mean
Square (RMS) were calculated. For the residuals (r1, r2, . . . , rN ) the

RMS of the residuals is defined as
√

1
N

∑
i r

2
i .

6 Data

The data used in this investigation has been collected in the Vedersø
Kær wind farm in the ELSAM area during the period July 2, 1993, 5.30
p.m. until October 11, 1993, 7 a.m. The original sampling time was 5
minutes. Based on these values half-hourly averages were calculated. The
data until September 6 at 7 a.m. (3148 averages) is used for estimation
purposes whereas the remaining data (1680 averages) has been used for
validation.
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The maximum wind speed observed is 15.9 m/s and 75% of the time it
did not exceed 8.5 m/s. The corresponding values for the wind power
production are 5789 and 1783 kW .

7 Results

7.1 Estimation

In Figure 1 plots of the resulting values of BIC are shown. It is seen that
for prediction horizons k = 1, 2, 3 the lowest value of BIC is observed
for a network with three hidden units. For k = 4, 6 a network with four
hidden units results in the lowest observed BIC, and for k = 5 a network
with five hidden units results in a marginally lower BIC, than for k = 4.
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Figure 1: Bayes Information Criterion versus No. of hidden units. A few
extreme (high) values are not shown.
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7.2 Validation

For all prediction horizons the neural network with the lowest BIC was
validated as described in Section 5. The results are shown in Table 1.

k
RMSnn RMSnaive RMSadap
(kW ) (kW ) (kW )

1 297.6 261.7 262.8
2 448.6 375.7 377.0
3 534.9 440.9 442.0
4 621.2 507.6 507.5
5 678.4 569.2 565.1
6 705.8 623.1 614.1

Table 1: Validation set; RMS of prediction errors of the best neural
network, naive, and adaptive predictor.

It is seen that the neural network models investigated are all inferior
to both the naive and the adaptive predictors. It is noted that the
naive predictor is slightly better than the adaptive for k = 1, 2, 3. For
k = 5, 4, 6 the adaptive predictor is better than the naive. However
working out the ratios between RMSadap and RMSnaive will reveal that
the difference is minor.

7.3 Networks with one hidden unit

From the validation of the network of optimal size it is seen that the naive
predictor performs well compared to the other methods investigated.
It is therefore peculiar that the selection procedure does not lead to a
selection of the most simple network; a network with one hidden unit
only. It was therefore decided to compare this kind of network with the
network selected according to BIC. Results are indexed by opt and 1 for
the optimal and the simple network, respectively. The validation results
are displayed in Table 2.

From the table it is seen that for k = 1, 2, 3 the neural network with one
hidden unit actually performs better than the network selected according
to BIC. However comparing Table 2 with Table 1 it is seen that the
neural network with one hidden unit is inferior to the naive and the
adaptive predictor.
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k
RMSopt RMS1

(kW ) (kW )

1 297.6 268.8
2 448.6 411.6
3 534.9 523.3
4 621.2 622.8
5 678.4 699.9
6 705.8 758.3

Table 2: Validation set; comparison of optimal network with a network
with one hidden unit.

8 Conclusion

The type of neural networks investigated is inferior in prediction perfor-
mance to both the adaptive predictor and the simple naive predictor for
the prediction horizons investigated (1/2 to 3 hours).

For the prediction horizons investigated the naive predictor performs
better than the adaptive predictor for the short prediction horizons (up
to 11

2 hour). However, the difference between the two predictors is minor.
For horizons larger than 2 hours the adaptive predictor is better than
the naive.

9 Discussion

Performance of predictors: Apart from the non-linear response of
the hidden units, a neural network predictor includes the naive predic-
tor. The reason why the neural network predictor performs considerably
worse than the naive and the adaptive predictors is probably that: (i)
The estimation of the parameters in the neural network is not adaptive,
(ii) the No. of parameters which must be estimated in the neural net-
work is large (seven or larger), and/or (iii) the non-linear response of the
hidden units is inappropriate for wind power predictions.

For the low horizons investigated the naive predictor performs slightly
better than the adaptive predictor based on the autoregressive model.
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For the larger horizons the adaptive predictor is slightly superior. For
very large horizons a simple profile (probably containing harmonics corre-
sponding to daily and yearly periods) will probably be the best predictor.
The adaptive predictor processes the characteristic of being able to in-
terpolate between these extremes. For this reason the adaptive predictor
is attractive.

Maximum size of neural network investigated: The largest No. of
hidden units investigated is five. In most cases the optimal network size
is found to be less than five. Since the sum of the squared prediction
errors for the estimation data set is a non-increasing function of the No.
of hidden units BIC will have one minima only. Therefore the maximum
size of the networks investigated is sufficient.

Estimation of parameters in neural networks: For one particular
neural network model the estimation with random initial values of the
parameters results in different values of the mean square of the residuals.
This is seen from the random scatter of the values of Bayes Information
Criterion (BIC). This clearly reveals that the surface on which the
minimization is performed in order to obtain the parameter estimates
contains local minima. If this was not true the final estimates and hence
BIC should be independent of the initial values of the estimates.
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Approximating building
components using
stochastic differential
equations

I

Originally published as Chapter 14 in

J. J. Bloem, editor, System Identification Competition. Joint Re-
search Centre, European Commission, 1996. EUR 16359 EN.

This book reports the background and results of a competition set up
to compare alternative techniques and to clarify particular problems of
system identification applied to the thermal performance of buildings.
The competition consisted of five cases of simulated data. In the paper
included here results for cases 3 and 4 are presented.

For case 3 the data are generated from a second order linear thermal
network with three conductances and two capacitances. The data are
corrupted by white noise and 20 data sets covering 30 days of hourly

181
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observations are provided. The estimates obtained are compared with
the true values.

For case 4 the data are generated from partial differential equations de-
scribing a two-layer wall with on the inside an insulation layer and on
the outside a brick layer. The data are corrupted by white noise. Two
data sets are provided, each consisting of 70 days of hourly observations.
In one of the data sets the heat flow rate is not provided. Instead this
must be predicted using the estimates obtained for the other data set.

In the introduction of the paper there is a reference to Chapter 13 in the
book mentioned above.
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Approximating building components using stochastic
differential equations

Lars Henrik Hansen1, Judith Lone Jacobsen1, Henrik Aalborg Nielsen1

and Torben Skov Nielsen1

Abstract

This chapter reports the results for case 3 and 4. In both cases
the systems have been modelled by stochastic differential equa-
tions with a observation equation. This model may be viewed as
lumped parameter systems influenced by noise. In both cases the
maximum likelihood method has been used for parameter estima-
tion.
In case 3 the true system is of the lumped parameter type. Hence
the system may be modelled without approximations. This case
has been used to investigate the estimation method used.
In case 4 the true system is approximated by modelling it as a
lumped parameter system. Here the focus is on producing reliable
predictions. This was sought obtained by requiring the estimates
of the physical parameters to be reasonable with respect to the
building materials and the dimension of the wall. In general a
lumped parameter system does not have a unique formulation as
stochastic differential equations with a observation equation. It is
shown that the different formulations may lead to very different
estimates. It is also shown that better parameter estimates may
be obtained by restricting the number of free parameters in the
models by incorporating physical knowledge into the model.

1 Introduction

The cases 3 and 4 are considered. In both cases the results are obtained
by modelling the systems as lumped parameter systems. Thus, in case
3 the deterministic part of the system may be modelled without any ap-
proximations, therefore the focus is on evaluating the estimation method
used. The method requires the user to make some choices before estima-
tion. These choices may influence the appropriateness of the estimates

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark
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and of the standard errors of the estimates obtained. Two approaches
are investigated. Furthermore the noise model are considered. In case 4
the system is of the distributed parameter type. In this case the model
class used may be regarded as an approximation and the focus is on how
to obtain a good approximative model. A “good model” is taken to be
a model which incorporates some physical knowledge about the system
and for which the validation results (see Sec. 3.3) are acceptable. It is a
basic assumption of the work presented in this chapter that if the model
is good it will produce reliable predictions, i.e. predictions for which the
prediction errors are independent of each other and of external influences.

A robust maximum likelihood method is used for parameter estimation.
A brief overview of the method may be found in chapter 13. The method
has been implemented as the program CTLSM (Continuous Time Lin-
ear Stochastic Modelling), which uses the maximum likelihood method
when 1-step prediction errors are requested as the estimation criteria.
In this case version 2.6 has been used. The program and manual may
be obtained by anonymous ftp from ftp.imm.dtu.dk, in the directory
pub/unix/ctlsm. See the file README.1ST for further instructions.

For a more thorough account of the method used as well as for previous
work specific to buildings and building components please see Melgaard
(1994) and Madsen & Holst (1995).

2 Case 3

In this case the true system is known and corresponds to a lumped pa-
rameter system, also called a thermal network. The true system may be
represented by stochastic differential equations, which can be handled
by CTLSM. Model approximation is therefore not an issue. The case is
used to investigate the estimation procedure built into CTLSM.

The connections between the thermal resistances (H1,H2,H3) [ oCm2/W ]
and the thermal capacitances (G1, G2) [Wh/ oCm2] are shown in Figure
2 of the competition rules. In the following Te [ oC] and Ti [ oC] represent
the external and internal surface temperature, respectively. The internal
heat flow into the wall is denoted qi [W/m2]. The temperature between
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H1 and H2 is called T1 [ oC] and the temperature between H2 and H3 is
called T2 [ oC].

2.1 Model formulation

When using the software tool CTLSM, the model must be formulated in
terms of a set of linear first order ordinary differential equations called the
system equation and a set of algebraic equations called the observation
equation. The system and the observation equation may each be of
multivariate nature. Hence CTLSM is useful for estimation of parameters
in e.g. thermal network models.

In this case, as well as in the case where a true wall component is con-
sidered, there is more than one possible formulation of the model. The
following system equation was used
[
dT1

dT2

]
=

[ −( 1
H1G1

+ 1
H2G1

) 1
H2G1

1
H2G2

−( 1
H2G2

+ 1
H3G2

)

] [
T1(t)
T2(t)

]
dt

(1)

+

[ 1
H1G1

0

0 1
H3G2

] [
Te(t)
Ti(t)

]
dt+ dW (t),

where dW (t) is a process with independent increments, which in this case
represents the measurement noise on the internal and external surface
temperatures. The corresponding observation equation is

qi(t) =
[

0 − 1
H3

] [ T1(t)
T2(t)

]
+
[

0 1
H3

] [ Te(t)
Ti(t)

]
+ e(t), (2)

where e(t) is assumed to be white noise. According to the competition
rules Te is associated with a high level of noise, qi with a low level of
noise, and Ti with no noise.

With ∆W = [ ∆W1 ∆W2 ]T denoting the increment in W (t) from time t
until time t+∆ts, where ∆ts is the sampling interval, it may be deduced
that

[ ∆W1 ∆W2 e ]T = [
εe

H1G1
0 εq ]T . (3)

where noise on Te(t) and qi(t) is denoted εe(t) and εq(t), respectively. In
the following it will be assumed that εe(t) iid N(0, σ2

e ) and
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εq(t) iid N(0, σ2
q ). Hence the increase in W (t) over the sampling pe-

riod will be normally distributed with zero mean and constant variance,
i.e. W (t) may be regarded as a Wiener process. Furthermore it is seen
that e(t) is iid N(0, σ2

q ).

From (3) it is seen that since εe(t) and εq(t) are independent so are also
dW (t) and e(t). This comply with the assumptions of the estimation
method used. For this reason the above formulation is attractive.

Remark:
If the model is reformulated so that Te and qi are used as inputs (corre-
sponding to Te and Ti above) the covariance between ∆W2 and e will be
H3
G2
σ2
q . The remaining covariances will be zero.

2.2 Estimation of parameters

Using the formulation (1) - (2) Maximum Likelihood estimates of the
parameters H1, H2, H3, G1, and G2 were found. Furthermore the ini-
tial values of T1 and T2 were estimated together with the system and
observation noise variances.

In order to perform the estimation it is necessary to supply some prior
knowledge about the value of the internal and external surface temper-
ature between samples. In this case a linear interpolation was used.
Furthermore lower and upper bounds on the estimates have to be sup-
plied. It is very important to select these bounds so that the calculation
of the exponential of the matrix

[ −( 1
H1G1

+ 1
H2G1

) 1
H2G1

1
H2G2

−( 1
H2G2

+ 1
H3G2

)

]
(4)

is feasible i.e. the estimation procedure should be prevented from inves-
tigating sets of parameters where the eigenvalues of the matrix (4) has
very large and/or very small real parts. The expected true values should
of course be well within the bounds.

In order to find appropriate starting values for the twenty data sets
the first few data sets were investigated more closely. Two different
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approaches were used; (i) the system and observation variances were es-
timated directly, and (ii) the Kalman gain was estimated instead of the
noise variances. This was done in order to investigate if the approxima-
tion of the Kalman gain results in better convergence of the estimates,
than the direct method. The initial values and the bounds are shown in
Table 1. For method (i) the variance of ∆W2 was fixed at 10−9. The

H1 H2 H3 G1 G2 T1(t = 0) T2(t = 0)

LB 10−1 10−1 10−3 10−1 10−1 5.0 5.0
(i) init. 1.0 1.0 1.0 1.0 1.0 22.0 12.0

UB 10.0 102 10.0 5× 102 2 × 102 40.0 20.0

LB 10−4 10−4 10−4 10−4 10−4 -10.0 -10.0
(ii) init. 2.0 20.0 2.0 10.0 10.0 20.0 10.0

UB 102 103 102 104 104 102 102

Table 1: Initial values (init.), lower bound (LB), and upper bound (UB),
for methods (i) and (ii).

initial value of V [∆W1] was 10−6, and the initial value of V [e] was 10−2.
For both estimates the bounds were 10−9 and 10−1. For method (ii) the
initial value of both elements of the Kalman gain vector were 0.1, with
the bounds 0 and 100.

Method (i)
Using method (i) the first four data sets were investigated. The result of
this investigation indicated that

H1 ≈ 1, H2 ≈ 10, H3 ≈ 0.1

G1 ≈ 100, G2 ≈ 50,

T1(t = 0) ≈ 12, T2(t = 0) ≈ 22

The initial values of temperatures and variances, as well as the bounds
were not changed. The suggested values were used as initial estimates
for a second run of all 20 data sets, and these were the results reported.

Method (ii)
When using method (ii) only the first data set was investigated. The
resulting estimates were not used directly as initial values for all 20 data
sets. Instead the values were altered approximately 20%, in a way that
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kept the sum of the resistances and the sum of the capacitances approx-
imately constant. This was done in order to ensure that the algorithm
approximated the covariance matrix of the estimates well, see the descrip-
tion of the BFGS-update of the Hessian in Dennis & Schnabel (1983).
The following initial estimates were used

H1 = 1.8, H2 = 8.0, H3 = 0.12,

G1 = 77.0, G2 = 40.0,

T1(t = 0) = 15.0, T2(t = 0) = 23.0

In the second run the variances were estimated, except V [∆W2] which
was set to zero as indicated by (3). The initial values for the remaining
variances were set to 1.0 with a lower bound of 10−5 for V [∆W1] and
10−6 for V [e]. For both variances an upper bound of 100.0 was used. For
method (ii) the results of these 20 runs are the ones reported.

2.3 Results

2.3.1 Individual estimates

The results of the estimations are shown on Figure 1. It is seen that the
two methods lead to approximately the same results. Furthermore it is
seen that the true values, in most cases, are within the approximate 95%
confidence interval calculated as ± two times the standard error. This
indicates that the calculation of the estimates as well as the standard
errors are appropriate. For both methods the estimates of the initial
value of T1 are all approximately 25 oC and 13-14 oC for T2. The estimates
of the variances corresponds to σq ≈ 0.01W/m2 and σe ≈ 1.6 oC. This
comply well with the information in the competition rules regarding the
noise levels, although σq seems to be low.

2.3.2 Mean of estimates

Since each estimate is asymptotically normally distributed with constant
mean and variance (all data sets are of equal length) it is possible to
estimate the mean and the standard error of the estimates.
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Figure 1: Estimation results, left method (i), right method (ii), “- ·
-”marks ± two times the standard error, “–” indicates the true values.

In Table 2 the means of the 20 estimates are displayed together with a
95% confidence interval of the mean (based on the estimates) and the true
value of the estimates. From the table it is seen that the two methods
give very similar results. In all cases the true value is included in the
95% confidence interval and hence the mean does not differ from the true
values at the 5% level of significance. However the confidence intervals
are quite wide for H1 (-2% - 13% of the true value) and G1 (-6% - 7%),
indicating a possibility of these estimates to be biased. More than 20
sets of simulations will be needed to narrow these confidence intervals.

True Method (i) Method (ii)
Mean Lower Upper Mean Lower Upper

H1 1.0 1.053 0.977 1.130 1.055 0.979 1.132
H2 10.0 9.948 9.882 10.014 9.946 9.880 10.012
H3 0.1 0.100 0.100 0.100 0.100 0.100 0.100
G1 100.0 100.365 93.737 106.994 100.197 93.588 106.806
G2 50.0 50.000 49.999 50.001 50.000 49.999 50.001

Table 2: Means of estimates and 95% confidence interval of the mean.
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2.3.3 Variance of estimates

It is noted that for method (i) the No. of iterations ranges from 45 to
61, for method (ii) the corresponding range is 49 to 62. Hence, for
both methods the No. of iterations should be large enough to ensure an
appropiate approximation of the 2nd order derivatives.

In Figure 2 the standard errors calculated by CTLSM (SEc) are shown
together with the mean of these. Furthermore the standard error (SEe)
based on the set of 20 parameter estimates, together with a 95% confi-
dence interval of the true standard error of the parameter estimates, are
shown in Figure 2.
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Figure 2: Calculated standard error (SEc) of estimate for each data set
“o”, mean of SEc “M”, mean of SEc based on variances “V”, estimated
standard error (SEe) based on parameter estimates “E”, and 95% confi-
dence interval of the true standard error “C”. Method (i); left.
Method (ii); right. In case a “V” is not visible it indicates that in the

particular case
∑

SEci/20 ≈
√∑

SEc2
i /20.

From the figure it is seen that the methods give similar results, although
method (i) tends to result in slightly lower values of SEc than method
(ii). The SEc’s are in most cases in the low range of the 95% confidence
interval.

The confidence intervals are wide, indicating that the SEe’s are quite
uncertain. It is therefore difficult to judge the appropriateness of the
SEc’s. However the spread of the SEc’s is in some cases in the range of
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the 95% confidence interval (e.g. for parameter G1), i.e. for one particular
data set the SE-values calculated by CTLSM are uncertain.

Another issue is whether CTLSM, on average, calculates the SE’s cor-
rectly, i.e. if the expected SEc is equal to the true standard error of
the parameter estimates. If the expected SEc is approximated with the

square root of the average variance (i.e.
√

1
20

∑
SEc2

i ), the test result on

the 5% level of significance can be seen on Figure 2. Only for parameter
H1, method (i) the “V” is slightly outside the 95% confidence interval
indicating that in this case the SEc is on average different from the true
standard error of the parameter estimate (the p-value of the test equals
0.028). However, as mentioned above the confidence intervals is wide,
indicating that the test just mentioned has low power and that a large
average difference may be present. This may be investigated performing
more than 20 simulations, the No. of which can be determined by use of
power calculations.

2.4 Temperatures as input, heat flow as output

The system and observation equations (1) - (2) may be reformulated so
that qi and Te are used in the new system equation and Ti is the variable
on the left hand side of the new observation equation. As mentioned
in Section 2.1 this violates the assumption built into CTLSM regarding
independent system and observation noise. It was observed that (i) the
estimate of H3 is systematically larger than the true value, and (ii) in
many cases the true value is not included in the approximate 95% con-
fidence interval. Hence, it is concluded that the assumption regarding
the independence of the system and observation noise is significant with
respect to the estimation results.

3 Case 4

The subject in case 4 is prediction of heat flow density through a two-
layer wall. Two types of approximative models – a general and a homo-
geneous – are investigated in this case.
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3.1 Model formulation

The general approximative model
The first approximation type is a R-C network (same structure as the
network in case 3) where a thermal capacitance is placed between two
thermal resistances etc.

The homogeneous approximative model
The second approximation type is also a R-C network, but more re-
stricted. The basic idea is to place the thermal capacitance between two
thermal resistances of the same size, as explained below. Figure 3 shows
the structure of the homogeneous model using a 3rd order approxima-
tion. As described in Section 2.1 the model must be formulated in terms

3
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Figure 3: 3rd order approximation model

of a set of first order ordinary differential equations. If qi e.g. is chosen
to be the model output, the CTLSM model for the 3rd order approxi-
mation shown in Figure 3 becomes�� dT1

dT2
dT3

��
=

���� − 1
C1

( 1
R1

+ 1
R1+R2

) 1
C1

1
R1+R2

0
1
C2

1
R1+R2

− 1
C2

( 1
R1+R2

+ 1
R2+R3

) 1
C2

1
R2+R3

0 1
C3

1
R2+R3

− 1
C3

( 1
R2+R3

+ 1
R3

)

� ��� �� T1
T2
T3

��
dt

+

��� 1
R1C1

0

0 0

0 1
C3R3

� ����
Te
Ti � dt+ dW (t) (5)

where dW (t) is a process with independent increments, which in this case
represents the measurement noise on the internal and external surface
temperatures. The corresponding observation equation is

qi(t) =
[

0 0 − 1
R3

]


T1

T2

T3


+

[
0 0 1

R3

] [ Te
Ti

]
+ e(t) (6)
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where e(t) is assumed to be white noise. As in case 3 it is also possible to
use Ti as output. This will change the last equation in the set of system
equations and of course the observation equation.

For a homogeneous wall of a specific material, capacitance and resistance
are directly proportional with thickness. Increasing the thickness of the
wall by a factor 2 will result in a capacitance and resistance twice as
big. Therefore, setting the ratio between the thermal capacitance Ci and
thermal resistance Ri for all layers to a constant, is an interpretation of
the physical proporty homogeneous. Applying this concept to the R-C
network shown in Figure 3 will result in the homogeneous approximation
model. Thus, the homogeneous approximation model is a special case of
the general approximation model. Comparing the two models it can be
stated that

• the homogeneous approximative model has a more physical inter-
pretation than the general model.

• the general approximative model has 2n + 1 parameters (n + 1
resistances and n capacitances), whereas the homogeneous model
has n+ 1 parameters (n resistances and one RC-ratio), where n is
the model order.

3.2 Notation

To help the reader, the following notation is introduced. Let “G” denote
the general approximation model and “H” the homogeneous approxima-
tive model. The model type will be followed by the term “q” or “T”
to distinguish if the internal heat flow or the internal temperature was
used as output. Then a “/” follows. The notation term ends with the
order of the used model. E.g. the term “Hq/2” can be decoded to: the
homogeneous approximative model in the case of qi as output and with
a model order of 2.
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3.3 Model validation

The model validation has been based on two criterias; (i) a prediction
error analysis from the estimation package (CTLSM Melgaard & Madsen
(1993)) and (ii) a physical interpretation of the estimated parameters.

Prediction error validation (i)
When performing an estimation based on the prediction error method,
the 1. step prediction errors for an appropriate model must be white noise
and uncorrelated with the inputs. CTLSM provides the cross correlation
functions (CCF) of all the inputs with the PE as well as auto correlation
function (ACF) and cumulative periodogram (CP) for PE to verify that
these requirements are fullfilled.

Physical validation (ii)
The physical validation of the estimated parameters is based on the as-
sumption that estimates indicating wall components magnitudes larger
/ smaller than 0.1 m is caused by a local minimum in the optimization
criterion or an inappropriate model and therefore should be rejected.

3.4 The system equations

At first a simple second order model was formulated for the whole wall.
The model is of the general type (GT/2 and Gq/2) as described in Section
3.1.

The other model is formulated using the assumption that each wall com-
ponent is fully homogeneous, i.e. each of the components are of the type
HT/2 and Hq/2, thus becoming a 4th order model. Because of the homo-
geneity assumption, the ratio between the resistance and the capacities
in each layer are set to remain constant. The relationships are:

Kw =
R1w

C1w
=
R2w

C2w
and Ki =

R1i

C1i
=
R2i

C2i
(7)

The system and observation equations, for the system with Ti as output,
becomes:
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dT1

dt
= −

Kw

R1w

�
1

R2w + R1w

+
1

R1w � T1 +
Kw

R1w(R2w + R1w)
T2 +

Kw

R2
1w

Te

dT2

dt
=

Kw

R2w(R2w + R1w)
T1 −

Kw

R2w

�
1

R1i + R2w

+
1

R2w + R1w � T2 +
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R2w(R1i + R2w)
T3

dT3

dt
=

Ki

R1i(R1i +R2w)
T2 −

Ki

R1i

�
1

R2i +R1i

+
1

R1i + R2w � T3 +
Ki

R1i(R2i + R1w)
T4

dT4

dt
=

Ki

R2i(R2i +R1i)
T3 −

Ki

R2i(R2i + R1i)
T4 +

Ki

R2i

Ti (8)

Ti = T4 + R2i Ti (9)

3.5 Initial parameter estimates

In order to ensure global optimality of the optimization criteria the initial
estimates were chosen by using the physical knowledge of the system.
Case 4 is described as a two-layer wall with a brick layer and an insulation
layer on the internal side of the wall. Key material constants, such as
the ones that goes into the thermal capacity, C and thermal resistance,
R for brick and insulation can be found in Incropera & Witt (1985).
Using danish standard wall components, it has been assumed that the
wall consists of 0.11 m brick and 0.1 m isolation.

Resistance may be calculated by dividing the thickness, d of the building
component by the thermal conductivity, λ i.e.: R = d/λ. The thermal
capacity is calculated as the density, ρ multiplied by the specific heat
capacity, c and the thickness of the wall i.e.: C = cp ρ d. In Table 3,
the densities and specific heat capacities for some expected materials are
listed together with the resulting values of R and C.

Constant d λ ρ cp R C

Unit m W/m K kg/m3 W h/kg K oCm2/W W h/oC m2

Brick 0.11 0.720 1920 0.250 0.153 52.800
Glass fiber 0.10 0.036 105 0.210 2.778 0.058

Wall + isol. 2.931 52.858

Table 3: Physical parameters for thermal characteristics of two types of
building components
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3.6 Estimation results

The estimates of the resulting thermal capacities and resistances for the
two model types are listed in Table 4. Standard deviations are only shown
for the simple second order model. To calculate the standard deviations
for the more complex 4th order model, the linear approximation formula
should be used along with the standard formulas for correlated stochastic
variables.

Model Ci Cw Ri Rw C R

Gq/2 — — — — 8775 3.202
— — — — (6754) (0.038)

GT/2 — — — — 23.159 2.707
— — — — (2.623) (0.060)

2 · Hq/2 1.368 345.987 3.101 0.036 347.346 3.137

2 · HT/2 1.016 28.158 2.590 0.543 29.174 3.132

Table 4: The resulting thermal capacities and resistances for the two
model types. Non-applicable cells are marked by —. Standard deviations
for the 2nd order model is shown in brackets.

3.7 Validation of results

The results from the prediction error analysis of the different models
tried for case 4 are shown in Table 5. These checks suggests that a
2nd order model may not adequately describe this system. However, the
model validation tools indicate that the parameters found in the 2×HT/2
case, are reasonable. Also, it is clear that there are several unresolved
problems, when estimating a system that defines qi as output. While the
4th order model was excellent with Ti as output, this was not the case
with qi as output. The analysis of the residuals were not that far apart,
but the parameter estimates were quite unrealistic in the last case. A
thermal capacitance of 346 W h/oC m2 for the brick wall means that
this wall should be 0.72 m thick! The estimate of the insulation is not
as bad, it corresponds to 0.06 m of glassfiber.

Both types of models gave unrealistic estimates, when qi was used as
output. For the 4th order model it is seen that the estimates reflects
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Model CP ACF CCF

Gq/2 Nearly straight line.
6/60 values outside
the CI

Not quite adequate.
8/20 values outside
the CI. Highest value
= 0.106

Inadequate.

GT/2 Nearly straight line.
2/60 values outside
the CI

Not quite adequate.
3/20 values outside
the CI.

Inadequate.

2 × Hq/2 Nice straight line. No
values outside the CI

O.K. 1/20 value out-
side the CI.

Inadequate,
largest value =
0.132.

2 × HT/2 Nice straight line. No
values outside the CI

Adequate Adequate

Table 5: Description of the residual tests. CI: 95 % confidence interval
± 0.048. 6/60 means 6 out of 60, etc.

the physical system, i.e. that the capacity of the insulation layer was
much smaller than for the brick wall, while the opposite was true for the
resistance. When Ti was used as output, the estimates were smaller than
expected from the comparison with physical values. However, the real
building components were not known; perhaps the layer of insulation was
only 0.05 m, or a different brick-type was used. Both of these possibilities
could explain the estimated values.

3.8 Prediction

Because of the problems with estimating the parameters, based on the
system described with qi as output, it was decided to perform the pre-
diction by using the parameters estimated with Ti as output in a model
with qi defined as output. The coefficient of variance (CV) for the general
case, which was found to be inadequate, was calculated by the competi-
tion committee to 92.6 %. Figure 4 shows the predictions for both the
general and the specialized system. It can be observed that the homoge-
neous model follows the internal and external temperatures in a way that
is plausible. This is not the case for the general model. In the predictions
from the homogeneous model the fast variations in qi follow the ones in
Ti quite accurately, while the slow variations in qi can be explained by
the slow variations in Te.
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Figure 4: Prediction of heat flow for data42.dat in both the general and
the homogeneous case.

4 Discussion and conclusion

In this chapter two different aspects of modelling building components
were addressed. In case 4 real, but simple, building components were con-
sidered. The true equations describing these components are known in
principle. However, software for stochastic partial differential equations
were not available and these were therefore approximated by stochastic
ordinary differential equations. This approximative model may be viewed
as a lumped parameter model like the one in case 3. This case there-
fore gives a way of investigating the estimation procedure when the true
model is known, while case 4 focus on the problem where a distributed
system is approximated by a lumped parameter model.

The estimation procedure (case 3)
In this case CTLSM was able to estimate the true parameter values and
to provide reasonable estimates of the uncertainty in general.

The investigation of the estimation procedure indicates, that when the
assumption of independence of the system and observation noise is vio-
lated, some of the estimates will be biased. When the assumption holds,
the estimates do not seem to be biased, although for two parameters (G1

and H1) the confidence interval of the mean indicates the possibility of a
bias; or maybe the input series are not the most optimal for estimating
these parameters. The standard errors of the estimates calculated by the
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estimation procedure are for three of the five parameters somewhat low,
compared to the variation between the 20 sets of parameter estimates.
On average the standard errors calculated by the estimation procedure
seems to be appropriate (insignificant difference), but this statement is
uncertain due to wide 95% confidence intervals of the true variation be-
tween sets of parameter estimates. When analyzing a single data set
slightly uncertain values of the standard errors are obtained. Further-
more it is concluded that starting values seem to be of minor importance
with respect to the convergence of the estimates.

Model approximation (case 4)
From this investigation it is concluded that when approximating wall
components with lumped parameter systems it is important to (i) con-
sider different model formulations of the same lumped parameter system,
i.e. the choice of output variable (ii) consider whether the lumped param-
eter system should be restricted to represent one or more homogeneous
wall components, and (iii) investigate different approximation orders.

Re. (i): The necessity of this investigation may be due to the violation
of the independence assumption build into the estimation procedure.
However, the fact that the model is an approximation may also make
this kind of investigation necessary.

Re. (ii): The results obtained tend to imply that all physical knowl-
edge available, i.e. information regarding homogeneity, should be used
when modelling the system. This will limit the No. of parameters and to
some extent remove correlations between estimates. Physical knowledge
regarding the magnitude of the parameters may be used to obtain ap-
propriate starting values, thus facilitating a more successful estimation.

Re. (iii): The order of the system of ordinary differential equations is
important. On one hand it should be low in order to keep the number
of parameters low while on the other hand it must be high enough to
model all frequencies of the system. Therefore the order necessarily is
dependent on the frequencies of the input signal.

Evaluation of models
As the most objective criteria the models should be evaluated by inspect-
ing the prediction errors (cumulative periodogram, autocorrelation, cross
correlation with input). Furthermore it is important to evaluate the final
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parameter estimates of thermal resistance and capacitance, although this
criteria is somewhat subjective.
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Goodness of fit of stochastic differential equations

Jakob Bak1, Henrik Aalborg Nielsen1, and Henrik Madsen1

Abstract

We propose a method to test for lack-of-fit of an estimated
stochastic differential equation. The method is based on Monte
Carlo simulation of trajectories between neighbour observations
and, thus, it does not rely on the availability of explicit expres-
sions of the conditional densities. Consequently, both non-linear
models and models with state-dependent drift and diffusion can
be handled. The method is illustrated by an example.

1 Introduction

After parametric or non-parametric estimation of the drift and diffusion
of a stochastic differential equation it is often of interest to access the
validity of the model obtained by testing for lack-of-fit. In this paper we
consider models of the class

dX(t) = µ(X(t))dt + σ(X(t))dW (t), (1)

in which the drift µ() and diffusion σ() depend on the univariate conti-
nuous-time process {X(t), t ≥ 0} and where {W (t), t > 0} is a standard
Wiener process. The drift and diffusion may be parametrized so that a
vector θ of real numbers completely characterizes the functions, but the
method presented is not dependent on this assumption.

Having obtained estimates of the drift µ̂() and diffusion σ̂() we use

dX(t) = µ̂(X(t))dt + σ̂(X(t))dW (t), (2)

as the null hypothesis (H0), which is tested against the alternative (Ha)
that {X(t), t ≥ 0} can not be described by (2). The conditional densities
are known only for some parametrizations of (1) as for instance linear
models, see also (Maybeck 1982). For parametrized drift and diffusion

1Department of Mathematical Modelling, Technical University of Denmark, DK-
2800 Lyngby, Denmark
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Aı̈t-Sahalia (1998) uses transformations followed by Hermite polynomial
expansions to obtain approximations of the conditional densities. How-
ever, to our knowledge, approximations of conditional densities are cur-
rently not available when the drift and diffusion are not parametrized.
Hence, for general use the test can not be based on expressions of con-
ditional densities. However, under H0 the process can be simulated,
e.g. between sample points. And these simulations can be used to test
H0 against Ha, which is the approach considered in this paper. The
approach were originally suggested by Bak (1998).

2 Monte Carlo simulation

The tests described in this paper are based on Monte Carlo simulations
of trajectories between observation points as illustrated in Figure 1.

1 2 3 4 5 6 7 8
0.05

0.055

0.06

0.065

0.07

0.075

0.08

Time (t)

X
(t

)

Observations
Simulated Paths

Figure 1: Simulation of trajectories for t ∈ [1, 2] and t ∈ [4, 5] when the
trajectories start at the observed value of X(1) and X(4), respectively.

Provided the time step used for simulation is small enough the Euler
scheme (Madsen, Nielsen & Baadsgaard 1998) can be used to obtain
an adequate precision. However, for small time steps the possibility of
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numerical difficulties can not be ruled out. In these situations simulations
can be performed using, e.g., the Milstein scheme (Madsen et al. 1998).
The sampling interval is divided into a number of smaller intervals of
length ∆. Hereafter the Euler scheme is just a simple discretization

Yn+1 = Yn + µ̂(Yn)∆ + σ̂(Yn)∆W, (3)

where ∆W ∼ N(0,∆) is the increment of the Wiener process over the
interval ∆. The Milstein scheme includes an additional term from the
Taylor approximation:

Yn+1 = Yn + µ̂(Yn)∆ + σ̂(Yn)∆W +
1

2
σ̂(Yn)

d̂σ

dX
(Yn)

[
(∆W )2 −∆

]
. (4)

For parametric models the derivative of the diffusion with respect to the
state is readily available when the parameters are estimated, when using
non-parametric methods it will de necessary to estimate this derivative.

If the drift and diffusion are estimated by non-parametric methods (Bak
1998), estimates will only exist for an interval [a, b] as spanned by the
observations of X(1), . . . , X(N). However, almost certainly, some of the
simulated trajectories will take values outside the afore mentioned in-
terval, as for instance for t ∈ [4, 5] in Figure 1. As a consequence, it is
necessary that the estimates are accomplished by a decision about how
extrapolation should be performed. In practice it is further recommend
that the maximum deviation from [a, b] are investigated to access the
validity of the test. This is also relevant when parametrizations of the
drift and diffusion are used; for instance polynomial parametrizations
may be completely misleading outside [a, b]. These considerations are
actually just a consequence of the fact that in order to test the null hy-
pothesis the drift and diffusion need to be defined for all possible values
of {X(t), t > 0}.

3 A positional lack-of-fit test

Assume that the process {X(t), t > 0} is observed at time points t =
1, . . . , N , i.e. for simplicity time is recorded in a unit such that the time
step between observations one. Let x1, . . . , xN denote the observations.
For each t = 2, . . . , N simulations are performed to obtain M trajectories



206 Paper J

from time t− 1 until t starting at xt−1, cf. Section 2. Hereafter the rank
rt of xt as compared to the endpoints of the M simulated trajectories is
calculated, for example r2 = 3 on Figure 1. With Rt being the stochastic
variable corresponding to the observation rt it holds under H0, i.e. (2),
that

P{Rt = q} = ptq =
1

M + 1
; q = 1, . . . ,M + 1; t = 2, . . . , N. (5)

In general the dependence of ptq on t and q is of interest. However, for
every t = 2, . . . , N only one observation of Rt is available and therefore
we must assume that the probability is independent of time, i.e. ptq = pq.
Under this assumption

p̂q =
ΩN−1(q)

N − 1
; q = 1, . . . ,M + 1, (6)

with

ΩN−1(q) =

N∑

t=2

I(Rt = q); q = 1, . . . ,M + 1, (7)

where I(Rt = q) = 1 if Rt = q and 0 otherwise. Under H0 it is clear that

E[p̂q] = E

[
ΩN−1(q)

N − 1

]
=

1

M + 1
. (8)

The Pearson test statistic (Kendall & Stuart 1961) for the hypothesis
that pq = 1/(M + 1); q = 1, . . . ,M + 1 is therefore

X2 =
M+1∑

q=1

(
ΩN−1(q)− N−1

M+1

)2

N−1
M+1

, (9)

which, under H0, asymptoticly is distributed as χ2(M). According to
Kendall & Stuart (1961, p. 440) the approximation fails when the fre-
quencies expected under H0 are small. Many researchers have used the
rule that no expected frequencies should be less than 5. Therefore, in
this case (N − 1)/(M + 1) ≥ 5, yielding an upper bound of (N − 6)/5 on
M . In practice, the number of simulated trajectories will be well below
that bound. If for instance N = 500 the rule requires that no more than
98 inter-observation trajectories are simulated for each t = 2, . . . , N .

Remark: Following Kendall & Stuart (1961) the ranks Rt; t = 2, . . . , N
should be independently identical distributed under both H0 and H1.
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From the assumption ptq = pq the identical distribution of the ranks
follow. All simulations are performed so that the trajectories are inde-
pendent given the initial value, therefore, if H0 is true, the ranks will
also be independent. However, if H0 is not true the dependence between
observations of the process will possibly result in some dependence of
ranks close in time. In effect this means that the number of observations
of the rank N − 1 is not an adequate measure of the effective number
of observations Neff , but if Neff tends to infinity as N tends to infinity
the asymptotic result should still hold. However, the upper bound on M
is possibly too large. Further research is needed to clarify these aspects.

4 Example

In this section an Ornstein-Uhlenbeck process with a square-root state-
dependent diffusion is considered. In finance this is known as a CIR
model and is used frequently for spot interest rates. The model contains
three parameters α, β, and σ and is written

dX(t) = β(α−X(t))dt + σ
√
X(t)dW (t). (10)

For α = 0.0593, β = 0.3294, and σ = 0.05 a time series consisting of
500 equidistant observations (the sampling interval is 0.1) from (10) is
generated using the Milstein scheme and dividing each sampling interval
into 10 subintervals. Hereafter, for σ = 0.04, 0.05, 0.06 and for each
sampling interval M = 10 inter-observation trajectories are simulated
as described in Section 3 with α and β fixed at the true values. The
test statistic (9) and the corresponding p-value are shown in Table 1. It
is seen that only for σ = 0.5 (the true value) the hypothesis that the
observations come from (10) can not be rejected.

σ X2 p-value

0.04 28.1 0.002
0.05 3.5 0.967
0.06 24.0 0.008

Table 1: Test statistic X2 and p-value for each value of σ used in the
inter-observation simulations.
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The 25 first endpoint results for σ = 0.06 is depicted in Figure 2. Since
the variance is too large in the inter-observational trajectories, the real
observations are too often located in the middle of the M simulated
endpoints.

0 5 10 15 20 25
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0.05

0.055
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0.065
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0.075

time(t)

X
(t

)

Figure 2: 25 observations and the corresponding endpoints for inter-
observational trajectories.

5 Conclusion

A general method for testing for lack-of-fit of an estimated univariate
stochastic differential equation model is described. Using a simple exam-
ple the method has been demostrated and the method seems to perform
well. However, further studies should be performed in order to under-
stand the properties of the method. Furthermore simulations could be
used to verify that the type one error level is correct and to study the
influence on the power of the test of the number of inter-observation
trajectories and the simulation method used.
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